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Abstract

*Background* Collaborative Virtual Environments (CVEs) have the potential to support socio-communicative interactions for people with autism spectrum disorder (ASD), but little is known about the sense of presence participants feel in CVEs or how CVEs can be used to assess skills.

*Method* Ten children with ASD and 10 typically developing (TD) children (aged 12-16 years) judged greeting behaviours of a human avatar and static facial expressions in a virtual gallery.

*Results* There were no differences in presence reported by the two groups. The ASD group were less sensitive to a negative greeting from the human avatar than the TD group, and impaired in recognising static facial expressions.

*Conclusions* Self-reported measures of presence are valuable for informing which kinds of tasks and technology may provide more authentic contexts in which to identify and support social competence in participants with ASD.
Introduction
Since the mid-1990s researchers have investigated how virtual reality (VR) technologies can support the learning of individuals with an autism spectrum disorder (ASD; e.g., Strickland Marcus, Mesibov, & Hogan, 1996; Trepagnier, 1999). A particular focus has been the application of VR to supporting and practising social skills in motivating and minimally threatening environments that can be carefully designed and controlled (Parsons & Mitchell, 2002) while also supporting more lifelike and less didactic interactions (Kandalaft, Didehbani, Krawczyk, Allen, & Chapman, 2013). VR technology has relevance to the disability field generally because of its capacity to help overcome the physical and cognitive barriers to social inclusion (Stendal, Balandin, & Molka-Danielsen, 2011). In addition, such technologies may offer a cost-effective and accessible means of assessing, and targeting, children’s learning needs (Goodwin, 2008; Grynszpan, Weiss, Perez-Diaz, & Gal, 2014; Knight, McKissick, & Saunders, 2013).

In a review of the ASD and VR field, Parsons and Cobb (2011) reported mostly positive messages for children and young people with ASD: Children with ASD can use VR technologies successfully (Charitos et al., 2000; Parsons, Mitchell, & Leonard, 2004); they do not find them aversive (Wallace et al., 2010); and they interpret virtual environments (VEs) where virtual characters appear on screen, as representing aspects of the real world through making judgements about the similarity between real and virtual scenes (Parsons et al., 2004; Parsons, Mitchell, & Leonard, 2005). In addition, studies have shown that children with ASD can apply information learned within VEs to real world settings (Josman, Milika, Ben-Chaim, Friedrich, & Weiss, 2008; Strickland, McAllister, Coles, & Osborne, 2007). Nevertheless, Parsons and Cobb (2011) found research in this area to be limited overall, and highlighted a need to “…understand how best to use the technology and develop our understanding about how to construct VEs that are meaningful and applicable to the learning needs of users”
Similarly, in a meta-analysis of the effectiveness of innovative technologies for ASD, Grynszpan et al. (2014) concluded that although there were some indications that VR could be effective as a learning intervention “…there is still little evidence supporting the efficacy of this technology, and more studies investigating this promising area of research are called for” (p.358).

**Interpretation and responding in virtual scenes: measuring presence**

A central assumption guiding the use of VEs is that they create an authentic environment in which socio-communicative skills can be learned and practised (Parsons & Mitchell, 2002). This assumption requires that children with ASD experience VEs as being realistic and truthful (Blascovich et al., 2002). Otherwise, if VEs seemed too “game-like” and suspended from reality the aim of supporting real world skills and understanding would seem doubtful. Moreover, for VEs to have clinical and educational benefit for supporting real world understanding then there needs to be some similarity between responses in VEs and responses in the real world in order that generalization of experiences across contexts may be more likely to occur (Kandalaft et al., 2013; Parsons et al., 2005; Schroeder, 2002). As Yee, Bailenson, Urbanek, Chang and Merget (2007) argue: “…to understand how large the potential a medium has to change an individual, researchers have typically measured how realistically a user behaves while inside of that medium” (p.116).

In VR research of individuals without ASD there has been a long tradition of establishing how realistic and truthful experiences in VEs are by measuring the core psychological concept of “presence”, that is: “…the sense of being caught up in the representations of virtual worlds” (Jacobson, 2001, p.653). Although the concept (and its measurement) are debated (e.g., Slater, 2004) there is, nevertheless, broad agreement that the degree of presence experienced in VEs is related to the potential of the medium for supporting learning (Mikropoulos, 2006; Mikropoulos & Natsis, 2011). Thus, understanding
the circumstances under which participants feel present and engaged in VEs is an important line of enquiry. Such research has revealed the influence of various features on feelings of presence and responding in VR, including individual characteristics of users without ASD, such as personality (e.g., Hammick & Lee, 2014) and spatial ability (Waller, 2000); and the different features of the technology, such as how anthropomorphic the virtual characters are within the VEs (e.g., Nowak, 2004; Nowak & Biocca, 2003).

**Investigating presence in ASD**

Despite the well-established importance of understanding presence in VR research, it is very surprising that only one study has thus far examined the concept directly with participants with ASD. Wallace et al. (2010) investigated the experiences of adolescents with ASD and typically developing (TD) peers in graphically rich and sophisticated VEs, which did not require a head-mounted device. The two groups experienced and interpreted the scenes in a similar way, that is, they reported similar feelings of presence as measured by the Independent Television Commission – Sense of Presence Inventory questionnaire (ITC SoPI; Lessiter, Freeman, Keogh, & Davidoff, 2001). Also, there were no differences between the groups in reported negative sensations, in contrast to what might have been predicted given the sensory and perceptual experiences of some people with ASD (Leekam, Nieto, Libby, Wing, & Gould, 2007; Mottron, Dawson, Soulieres, Hubert, & Burack, 2006). This finding has been interpreted as showing that ASD and TD participants experience VEs similarly and, thus, VEs “…can reliably be used to simulate authentic social situations in experimental settings” (Georgescu, Kuzmanovic, Roth, Bente, & Vogeley, 2014, p.7).

Indeed, despite these similarities between the ASD and TD groups in the study of Wallace et al. (2010), the groups differed when rating their “social attraction” (Nowak, 2004) towards two different avatars in a VE. The TD group rated a friendly avatar (a computerised child character called Danny who was presented in a virtual playground) as more socially
attractive (e.g., likeable; would make a good friend) than an unfriendly character, but the ASD group rated the two characters similarly. Wallace et al. (2010) suggested that the general sense of immersion of the ASD group in the VE was typical and that their difficulty in distinguishing the social intent of virtual characters reflected their real-world social impairment (Baron-Cohen, 2000). Nevertheless, difficulties in interpreting the motivation of the virtual characters (avatars) could be because they were preprogrammed and under the control of the computer (agent avatars) rather than dynamic and responsive (under the control of a teacher or therapist; i.e., human-controlled avatars). There is evidence that children with ASD, like TD individuals (Blascovich et al., 2002), are sensitive to whether virtual characters are real or not and report that this knowledge influences their responses in VEs (Parsons et al., 2005; Parsons, Mitchell, & Leonard, 2006). It is also well established that the nature of stimuli used in prompting social responses by participants with ASD influences their judgements, and these judgements also differ from TD individuals. For example, participants with ASD engage differently with “synthetic” characters depending on whether the characters are photographic, cartoon-like, 3D-avatar like, dynamic, or static (e.g., Forgeot d’Arc et al., 2014; Riby & Hancock, 2009; Rosset et al., 2008). This suggests that it is important to establish whether a similar pattern of results to Wallace et al. (2010) would be found in response to human-controlled avatars rather than computer-controlled agent avatars.

**Responses of participants with ASD in Collaborative Virtual Environments**

The technology used in Wallace et al. (2010) was a proof-of-concept large immersive VE, unlikely to bear much relevance to real world contexts of use in, for example, schools and clinics. Consequently, it is important to examine participants’ reports of presence when interacting with a human-controlled avatar in a desktop collaborative VE (CVE), which supports the concurrent interactions of two or more users via the internet (similar to computer games where two players interact on screen). Such a set-up is much more likely to inform
technical configurations and interactions for supporting eventual assessment and learning using VR technologies than the VEs used in Wallace et al. (2010). Specifically, given the substantial costs and practical considerations that are often involved in assessing children with ASD, and in taking part in research, it is important to understand whether a desktop CVE offers an ecologically valid context in which to investigate and support social responding. Given that desktop (or laptop) CVEs utilise technology hardware that many schools, families and clinics have access to, they may obviate the need to bring teachers, therapists, parents and children together in the same place, and thus offer considerable potential for distance learning and assessment (Stichter, Laffey, Galyen, & Herzog, 2014).

Recognising this potential, there is a small but growing interest in the application of CVEs for supporting learning for participants with ASD. For example, research has incorporated avatars into desktop environments to support the learning of vocabulary (Bosseler & Massaro, 2003; Massaro & Bosseler, 2006) and to investigate the interpretation of facial expressions (Fabri, Elzouki, & Moore, 2007; Fabri & Moore, 2005; Grynszpan et al., 2009; Moore, Cheng, McGrath, & Powell, 2005; Schwartz, Bente, Gawronski, Schilbach, & Vogeley, 2010). However, these studies used prerecorded agent avatars rather than human-controlled avatars to prompt responding and so tell us very little about how participants with ASD respond to human-controlled avatars in real time. Other studies using desktop or laptop CVEs have investigated the interactions of participants with ASD with other virtual characters played by teachers (Cheng & Ye, 2010), students and teachers (Schmidt, Laffey, Schmidt, Wang, & Stichter, 2012; Stichter et al., 2014) or a clinician (Kandalaft et al., 2013). These studies provide preliminary evidence that students and adults with ASD do respond socially to virtual characters in the VE (through supporting conversations, use of gestures and facial expressions), suggesting that these environments could offer useful platforms for intervention.
However, although Kandalaft et al. (2013) provided anecdotal evidence from their adult participants about the impact the participants felt the VEs had had on their social skills and cognition, the participants’ sense of presence and engagement with the VEs were not measured directly. Stichter et al. (2014) gained parents’ and teachers’ judgements about the social validity of their distance learning CVE scenarios but did not ask the students themselves for their views; consequently, we do not know the extent to which the participants were engaged in the tasks and felt them to be realistic. Such information could be helpful for interpreting, at least in part, the high variability in responding, and lack of any independently-observed learning effects, of the participants in that study. Additionally, the studies previously mentioned did not include any TD participants or provide any information regarding the responses of TD participants to the stimuli presented. Although there is value in investigating the responses of participants with ASD in VEs, a lack of comparison groups means that it is difficult to determine to what extent responding in a VE is related to ASD-specific characteristics or to particular technical or representational characteristics of the VE (cf. Ke & Im, 2013; Nowak & Biocca, 2003; Schmidt et al., 2012).

**The present study**

In the present study we investigated the self-reported sense of presence of a group of adolescents with ASD to brief social scenarios experienced in a desktop CVE and compared these with an age-matched TD group. Social judgements about these scenarios were explored in two ways: first, in a social attraction task similar to that used in Wallace et al. (2010) to assess whether participants differentiated between positive and negative human-controlled avatar initiated interactions within a CVE, and second, in a recognition task of static facial expression stimuli displayed in a virtual gallery. The latter task was included because it is a measure that shows reliable difficulties in recognition of facial expressions fear, sad and disgust (but not surprise or angry) amongst participants with ASD in computer-based
experimental testing (Wallace, Coleman, & Bailey, 2008), and thus can be used as a validity check for performing this task within this particular CVE set-up. In summary, our research questions were:

1. Relative to age and IQ-matched adolescents with typical development, do adolescents with ASD self-report the same level of presence or involvement in a desktop CVE?
2. Can difficulties associated with understanding social greetings and recognising facial expressions attributed to adolescents with ASD in real world settings be replicated in a desktop CVE?

**Method**

**Design**

This was a group-based comparison study in which participants with and without an ASD individually took part in a series of tasks in a desktop CVE during a single session that lasted approximately 40 minutes. The session took place in a quiet room within a children’s hospital building in Oxfordshire, UK. During the session, participants completed specific tasks requiring social judgements and were asked to complete structured questionnaires about their sense of presence and feelings of social attraction towards the human avatar. The tasks proceeded in the order described in the procedure section.

**Participants**

Twenty participants were recruited, comprising an ASD group and a typically developing (TD) control group (with no family history of ASD). The ASD group comprised 10 adolescents (nine male) aged 12 – 16 years ($M = 14.8, SD = 1.1$). All participants with ASD had a clinical diagnosis (two diagnosed with autism, eight with Asperger syndrome) provided by an independent clinician according to ICD-10 criteria (World Health Organization, 1992) and were recruited through a local school in the south of England. The participants with ASD all attended an ASD specialist unit attached to a mainstream (general) school, where a formal
diagnosis is required for entry. The TD participants attended the mainstream school to which the specialist ASD unit was attached. The Autism Diagnostic Interview-Revised (ADI–R; Lord, Rutter, & Le Couteur, 1994) was used by the first author to confirm these diagnoses; most participants scored above the cut-off on the social, communication, repetitive and developmental delay domains, except for two participants (one individual scored one point below and another two points below on the repetitive domain). The TD group comprised 10 adolescents (eight male) aged 14 – 16 years ($M = 15.4, SD = .8$).

There was no formal matching of participants beyond recruiting from similar age groups and trying to achieve a similar balance for gender. Given the average intelligence profiles of the ASD group, the likelihood that TD volunteers would match on overall IQ profile was high. Indeed, there were no significant group differences in chronological age or verbal, performance or full-scale IQ (assessed by the Wechsler Abbreviated Scale of Intelligence; Wechsler, 1999). Table 1 presents a breakdown of background characteristics of the two groups. Written assent was collected from the young people involved and written informed consent was obtained from parents prior to their child’s participation. The research was reviewed by Oxfordshire NHS Research Ethics Committee and full approval was received prior to the commencement of the study. The main ethical issue highlighted by the committee was the clarity of the information sheets, particularly for the children. Advice was sought from colleagues and local teachers before revisions were made and all participants were fully informed and had the chance to ask questions prior to starting the study.

**Insert TABLE 1 about here**

**Measures**

*Sense of Presence:* The Independent Television Commission – Sense of Presence Inventory (ITC – SoPI; Lessiter et al., 2001) is a 44-item self-rated questionnaire used to measure how involved or present participants feel when experiencing different media. It is a widely used
measure of presence within the literature, demonstrating good reliability and validity, that provides 5-point Likert scale data (from strongly agree to strongly disagree) on four main factors: (a) an individual’s level of Spatial Presence: 19 items (e.g., It felt like I was visiting the places in the virtual environment; I felt I wasn’t just watching something, like TV) (b) their Engagement with the content: 13 items (e.g., I would have liked the experience to continue; I felt myself being drawn into the virtual environment); (c) the Ecological Validity / Naturalness of the content: 5 items (e.g., The virtual environment seemed like real life; The virtual environment seemed believable to me); and (d) whether there were any Negative Effects from experiencing the VE: 6 items (e.g., I felt dizzy; I felt my eyes were strained).

Social Attraction: The Social Attraction Questionnaire (SAQ; Nowak, 2004, adapted from McCroskey & McCain, 1974) was used to judge the likeability of the human-avatar. The SAQ includes 8 items rated on a 7-point Likert scale (strongly agree – strongly disagree) about how much the participant enjoyed their interaction with the avatar (e.g., I think they could be a friend of mine; I would like to have a friendly chat with them; I would like to meet them again).

Facial expression recognition: This task assessed the participant’s ability to recognise emotions from static facial expressions presented within the CVE. Twenty-five greyscale face portraits were chosen from the series “Pictures of Facial Affect” (Ekman & Friesen, 1976), using the categories disgust, sad, angry, surprise and fear (cf. Wallace et al., 2008). that is, five faces from each category were shown.

Procedure

The VE was built on land purchased from Activeworlds Educational Universe (AWEDU©). Assistance in the design and features of the virtual world was gained from a young person with ASD on work experience at the Department of Psychiatry, University of Oxford. The virtual world consisted of several customised houses and galleries on a network of roads.
The participant and experimenter sat in different rooms at standard desktop computers and navigated the VE using keyboard controls. The child was told that the other avatar was controlled by an adult sitting in another room in the building. The gender, age and appearance of the avatars selected by the participant and the experimenter were similar. The virtual world was viewed from a first person perspective (i.e., through the eyes of the avatar) and participants could see the avatar of the person they were talking to onscreen. Participants and the experimenter wore microphone headsets so that they could talk, which was facilitated using Voice Over Internet Protocol (VOIP) software (see Figure 1).

**Insert FIGURE 1 about here**

1) Virtual World Training

Participants were taken to a room by one experimenter whilst another experimenter sat at a computer in a different room, ready to interact with the child. The experimenter accompanying the child guided them through a virtual tutorial prior to the experimental session, and from then on played a supervisory role; available to answer questions if required (which was rare). The avatar controlled by the experimenter in the other room (e-avatar) then greeted the participant on-screen with a wave and verbally through the headset, before engaging the participant in an exploration task (finding a present hidden in one of the houses) to allow the participant to practice the keyboard controls and acclimatise to the virtual world. All aspects of the interaction with the child throughout the session were semi-scripted to keep administration as consistent as possible across participants.

2) Positive/negative greeting - measuring social attraction

After training, participants met a friendly and an unfriendly character, both played by the e-avatar in interactions designed to measure impressions of positive versus negative greeting behaviour. Both characters were similar in appearance and were counterbalanced as to whether they would appear as a positive or negative greeter. The friendly character greeted
the participant in an engaging manner (“My name is Paul. It’s very nice to meet you”) and initiated a conversation about school and hobbies (“What sort of things do you like doing outside of school?”). The unfriendly character initially did not approach the participant, did not initiate conversation and if the child made a social overture responded with short phrases with no vocal affect. Each of the two greeting scenarios lasted approximately 2 minutes and was counterbalanced in terms of which (positive or negative) the participant saw first. The participant answered the SAQ (Nowak, 2004), immediately after each greeting, which was administered by the experimenter sitting in the room with the participant. In total, this part of the procedure took about 10 minutes.

3) Facial Expression Recognition Task

Participants were first familiarised with the task by viewing three practice faces from the Ekman and Friesen (1976) series. Subsequently, the presentation order of faces in the virtual gallery was randomised for each participant. The names of the five emotions appeared in a frame alongside each face, and their order was also randomised for each face. Circles on the floor in front of each face indicated where the child’s avatar had to stand in order to view the picture, and a line under each face picture had to be aligned with the bottom of the computer screen to make sure each participant was at the same viewing distance. Participants were asked by the e-avatar to navigate themselves to the correct position in front of a picture and to tell them what emotion the face was showing from the five choices available; no other verbal prompts were given. Participants were then asked to navigate to the next picture and the procedure was repeated (Figure 2). Time taken varied between participants but took on average about 10 seconds per face or approximately 5 minutes to complete the full task.

**Insert FIGURE 2 about here**

4) Ratings of Presence
Once all tasks in the CVE were completed the experimenter in the room with the child administered the ITC-SoPI questionnaire (Lessiter et al., 2001). The experimenter helped the child if the meaning of any of the words was unclear, which was rare.

**Results**

*Findings from individual measures*

**Sense of Presence:** The four main sub-scales of the ITC-SoPI demonstrated good internal reliability: Spatial Presence $\alpha = 0.88$; Engagement $\alpha = 0.86$; Ecological Validity $\alpha = 0.67$; Negative Effects $\alpha = 0.73$. The mean scores for each group were calculated for these four main factors (see Table 2). Independent samples $t$ tests showed that there were no statistical differences between the ASD and TD groups for any of the four factors: Spatial Presence (ASD, $M = 3.1$, $SD = .8$; TD, $M = 3.2$, $SD = 0.3$); Engagement (ASD, $M = 3.5$, $SD = .8$; TD, $M = 3.4$, $SD = .4$); Ecological Validity (ASD, $M = 2.8$, $SD = .9$; TD, $M = 2.6$, $SD = .5$); and Negative Effects (ASD, $M = 1.8$, $SD = .7$; TD, $M = 1.7$, $SD = .3$).

**Social Attraction:** Total social attraction scores from the SAQ (Nowak, 2004) were analysed for each group using a paired samples $t$ test to compare responses to the positive and negative greeting scenarios. There was good internal reliability for these scales also: positive $\alpha = 0.86$ and negative $\alpha = 0.89$. The ASD group showed significant differences, $t(9) = 6.599$ $p < .001$, between their mean social attraction scores in response to the positive ($M = 40$, $SD = 7.6$) versus the negative greeting ($M = 33.1$, $SD = 7.3$). The TD group also showed significant differences, $t(9) = 6.854$ $p < .001$, in their mean social attraction scores in response to the positive ($M = 44.4$, $SD = 5.9$) versus the negative greeting ($M = 22.7$, $SD = 10.3$). The mean difference in social attraction scores between the two types of greeting was larger in the TD group compared to the ASD group, as shown by a significant group interaction with social attraction score (positive/negative), $F (1,19) = 19.704$ $p < .001$, (see Table 2).
Facial expression recognition: Percentage accuracy was calculated for recognition of each facial expression (disgust, sadness, anger, surprise and fear) and overall percentage accuracy was also calculated. Independent sample t tests showed that overall percentage accuracy was significantly lower, $t(18) = 2.979 \ p < .01 \ d = 1.4$, in the ASD group ($M = 62.2, \ SD = 17.3$) compared to the TD control group ($M = 81.6, \ SD = 11.2$). Further comparisons showed significant group differences for recognition of fear, $t(18) = 3.162 \ p < .01 \ d=1.5$ (ASD, $M=28, \ SD = 28.5$; TD, $M= 66, \ SD= 25$) and sadness $t(18) = 2.240 \ p < .05 \ d=1.1$ (ASD, $M=64, \ SD = 26.3$; TD, $M= 86, \ SD = 16.5$). Contrary to our prediction, no significant differences were found for recognition of disgust between the ASD ($M=64, \ SD = 30$) and TD ($M=70, \ SD = 23.6$) groups. No group differences were identified for recognising anger or surprise (see Table 2).

**Insert TABLE 2 about here**

Discussion

This paper is the first presentation of data on the self-reported feelings of presence of participants with ASD to social stimuli experienced in a Collaborative Virtual Environment (CVE) and a comparison of these with an age and IQ-matched group of TD participants. In line with previous research that tested levels of presence experienced by young people in an immersive VE room (Wallace et al., 2010), the current study found no differences between young people with ASD compared to TD controls in reported feelings of Spatial Presence, Engagement, Ecological Validity, and Negative Effects in a desktop VE. Thus, in a desktop VE young people with ASD felt spatially present inside the virtual world and engaged with an experience that they regarded as realistic. This finding suggests that, given an appropriate context and set of tasks, young people with ASD are willing to treat desktop CVEs as veridical media rather than simply as games with few links to reality (cf. Wallace et al., 2010; Parsons et al., 2004). Perhaps most importantly, young people with ASD, like their typically
developing counterparts, reported low levels of negative effects overall (e.g., finding the content perceptually unpleasant). Taken together, these findings suggest that social responses and interpretation in the CVEs in this study are unlikely to be due to general experiences of the virtual medium (i.e., an artefact of 3-D technology).

Interestingly, both the ASD and TD groups found the unfriendly avatar in a greeting scenario significantly less socially attractive than the friendly avatar, based on their responses to the SAQ (Nowak, 2004). Wallace et al. (2010) reported that in a virtual playground scenario a misbehaving avatar (Danny) was not rated by young people with ASD as socially less attractive than a well-intentioned avatar. This was interpreted as reflecting a real world difficulty in understanding social intentions (cf. Baron-Cohen, 2000) that was reproduced in responses in the VE. The finding that the ASD group in the current study showed the typical difference in response to the two greeting scenarios may reflect the fact that the contrast between these greeting styles was deliberately distinctive, compared to the more nuanced conditions in Wallace et al. (2010).

Moreover, it is possible that the human-controlled avatar in the current study may have been interpreted as being more natural and therefore easier to interpret than the prerecorded animated avatar used in Wallace et al. (2010). This interpretation is supported by evidence, at least from TD groups, who judge human-controlled avatars and agent avatars differently (Blascovich et al., 2002), and anthropomorphic online characters to be more credible and attractive than less human-like characters (Nowak & Rauh, 2006). In addition, it could be that the dynamic nature of the interaction in the present study provided a more authentic opportunity in which participants with ASD could demonstrate their social competence (cf. Begeer, Rieffe, Meerum, Terwogt, & Stockmann, 2003; Cassidy, Mitchell, Chapman, & Ropar, 2015). Nevertheless, there was a significant group interaction with greeting scenario (positive versus negative) suggesting that sensitivity towards social
initiations in this CVE task was reduced in the ASD compared to the TD group and therefore a CVE could be an ecologically valid context in which social difficulties are (at least partially) reproduced. The difference between the pattern of findings between the current study and Wallace et al. (2010) could be a cohort effect or related to the specific nature of the CVE task and so future work would need to conduct a direct comparison between tasks and different technology with the same groups in order to tease apart these factors.

Performance on the static Facial Expressions task was broadly in line with patterns of responding shown by participants taking part in traditional laboratory-based studies, that is, using controlled computerised presentation but not using a CVE (Wallace et al., 2008). This confirms that the CVE set-up used in the present study provides an ecologically valid context in which difficulties with recognising facial affect can be replicated.

**Limitations**

As is typical in ASD technology research (Ploog, Scharf, Nelson, & Brooks, 2013), and indeed, psycho-educational ASD research more widely (Parsons et al., 2011), the sample size in this study is small and so the findings require further exploration and extension with larger groups. In addition, the interaction between the human avatar and the participant was brief, and within a single session, and so responses and interpretations may change over time, with repeated exposure. However, we suggest that a one-off session such as this provides an ecologically valid insight into initial impressions of CVE use, which may be akin to, for example, a single assessment session that could take place in a school or clinic. Of course, the extent to which the encounters in CVE can then inform us about likely responses to real world interactions remains an open question and more direct comparisons between real world and virtual responding need to be made (cf. Carter, Williams, Hodgins, & Lehman, 2014).

The use of static facial stimuli, rather than dynamic moving faces, may produce different findings in relation to impaired social judgements of facial expressions (Forgeot
d’Arc et al., 2014) and so extending the CVE-based tasks to include dynamic stimuli will be a valuable next step. There were also no formal checks for procedural fidelity of the tasks and so there could be important, but subtle, differences in how the tasks were carried out that may have influenced responding. This is unlikely to be the case given that the researcher acting as the human avatar had a script to read from for the interactions, and the same researchers carried out all of the tasks with all of the participants, but is nevertheless something that would benefit from being demonstrated formally. Lastly, the participants included in this study had IQs within the normal range and so further work is required to extend this research to an exploration of how individuals with ASD and a learning disability use and respond to CVEs, not least because lower-functioning children seem to respond differently to more able children on VE-based tasks (Hopkins et al., 2011).

**Implications for future research**

Overall, ASD and TD participants reported similar levels of presence when interacting with human-controlled avatars in CVEs, but the groups responded differently on other measures exploring social responding and interpretations. This suggests that differential responding on socially oriented tasks is unlikely to be a technological artefact of CVEs and more likely to reflect real world difficulties in social cognition. Researchers and clinicians can take reassurance from the lack of negative effects, and similar levels of engagement and perceived ecological validity as TD participants, reported by participants with ASD with normal range IQs when using a CVE. Previous studies may have assumed this to be the case, but this is the first study to empirically demonstrate self-reported sense of presence by high-functioning participants with ASD in a CVE. For the future application of these technologies to be successful, researchers need to carefully consider their appropriateness, relevance, and usability in real world contexts. For example, Parsons et al. (2013) highlight the need to work in closer collaboration with educational practitioners when designing and implementing
learning interventions. This is particularly true – and also especially challenging – for the technology field where education practitioners may be the ones having to learn new skills to work the technology or find ways to integrate hardware and software into their existing technology infrastructure. Consideration must also be given to the space technology will take up and how the cost will impact on school budgets (Grynszpan et al., 2014). For example, the desktop technology used in the present study is much more accessible and feasible for most schools than the technology used in Wallace et al. (2010). Thus, meaningful research–practitioner partnerships can help to prioritise needs and approaches within particular settings, for a particular cohort of students, and a clear plan can be developed from research to implementation.
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Tables

Table 1. Background characteristics and matching details of the ASD and typically developing (TD) groups according to age and IQ (VIQ, PIQ & FIQ).

<table>
<thead>
<tr>
<th></th>
<th>ASD (n = 10)</th>
<th>Typically Developing (n = 10)</th>
<th>Comparison between ASD and TD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M )</td>
<td>( \text{Range} )</td>
<td>( SD )</td>
</tr>
<tr>
<td>Age</td>
<td>14.8</td>
<td>12–16 yrs</td>
<td>1.1</td>
</tr>
<tr>
<td>Verbal IQ</td>
<td>99</td>
<td>78–120</td>
<td>13.5</td>
</tr>
<tr>
<td>Performance IQ</td>
<td>102</td>
<td>82–127</td>
<td>16.5</td>
</tr>
<tr>
<td>Full IQ</td>
<td>100</td>
<td>79–124</td>
<td>15.7</td>
</tr>
</tbody>
</table>

Table 2: Mean (M) scores and standard deviations (SD) by group for factors spatial presence, engagement, ecological validity and negative effects from the ITC-SoPI (Lessiter et al., 2001), and positive and negative greeting scores from the Social Attraction Questionnaire (Nowak 2004). Facial expression scores are mean percentage accuracy for each facial expression tested.

<table>
<thead>
<tr>
<th></th>
<th>ASD (n=10)</th>
<th>TD (n=10)</th>
<th>Comparison between ASD and TD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M )</td>
<td>( SD )</td>
<td>( M )</td>
</tr>
<tr>
<td>ITC-SoPI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Presence</td>
<td>3.1</td>
<td>0.8</td>
<td>3.2</td>
</tr>
<tr>
<td>Engagement</td>
<td>3.5</td>
<td>0.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Ecological Validity</td>
<td>2.8</td>
<td>0.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Negative Effects</td>
<td>1.8</td>
<td>0.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Social attraction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>scores</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive greeting</td>
<td>40</td>
<td>7.6</td>
<td>44.4</td>
</tr>
<tr>
<td>Negative greeting</td>
<td>33.1</td>
<td>7.3</td>
<td>22.7</td>
</tr>
<tr>
<td>Group Interaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[positive*negative]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facial expression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recognition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disgust</td>
<td>64</td>
<td>30.0</td>
<td>70</td>
</tr>
<tr>
<td>Sadness</td>
<td>64</td>
<td>26.3</td>
<td>86</td>
</tr>
<tr>
<td>Anger</td>
<td>74</td>
<td>19.0</td>
<td>88</td>
</tr>
<tr>
<td>Surprise</td>
<td>82</td>
<td>25.7</td>
<td>98</td>
</tr>
<tr>
<td>Fear</td>
<td>28</td>
<td>28.6</td>
<td>66</td>
</tr>
<tr>
<td>Overall score</td>
<td>62.2</td>
<td>17.3</td>
<td>81.6</td>
</tr>
</tbody>
</table>
Figure captions

**Figure 1.** Participants and experimenter sat in different rooms and were connected via desktop computers into the virtual world where they each appeared as avatars. The virtual world was viewed in the first person perspective and the participant and experimenter communicated via voice over internet protocol (VOIP) using microphone headsets.

Images from the Activeworlds Educational Universe are used with the permission of [www.activeworlds.com](http://www.activeworlds.com) (where more recent examples of VEs can be accessed)
Figure 2. The virtual gallery where participants were asked to navigate themselves in front of a picture frame and verbally identify the facial expression using the labels that appeared next to the frame.