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For easing the burden on the heavily-loaded communication systems, high-throughput spatial modulation-aided non-orthogonal multiple access (SM-NOMA) schemes are proposed and investigated. Firstly, SM-aided sparse code-division multiple access (SM-SCDMA) is conceived, which exploits the joint benefits of SM and SCDMA. Furthermore, the advantages of multicarrier (MC) signalling and SM-SCDMA are amalgamated to conceive a SM/MC-SCDMA transceiver. Sparse frequency-domain spreading is utilized for mitigating the peak-to-average power ratio of MC signalling, as well as for facilitating low-complexity detection using the message passing-aided detection (MPAD). Furthermore, grant-free access is designed for SM-NOMA in order to support large-scale access for devices transmitting in a sporadic pattern at a low rate. Explicitly, a pair of compressive sensing-based low-complexity detectors are conceived for jointly detecting the identity of the active users and their transmitted data.

Additionally, a reduced-complexity hybrid detector and decoder (HDD) is conceived for turbo-coded sparse code multiple access (SCMA) by analysing its convergence behavior using EXtrinsic Information Transfer (EXIT) charts. Furthermore, we propose an adaptive turbo-coded SCMA system for mitigating the influence of multipath propagation so that the system’s bits per symbol throughput may be improved under favorable channel conditions by using the most appropriate operational mode in the light of the near-instantaneous user load, modulation order and coding rate.

Furthermore, space-time coded generalized SM-aided SCDMA (STC/GSM-SCDMA) is proposed, which exploits the benefits of multi-dimensional transmit diversity in the context of multiple-input multiple-output systems. As an additional solution, a generalised SM-aided sparse space-time-frequency spreading (GSM/SSTFS) scheme is also proposed for supporting large-scale access at a high normalized user-load in the context of next-generation systems by simultaneously exploiting the transmit diversity in the spatial-, time- and frequency-domain, which outperforms conventional multiple-input multiple-output NOMA systems.
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Chapter 1

Introduction

Next generation communication systems aim for supporting large-scale access for myriads of devices in the Internet-of-Things (IoT) and in massive Machine-Type Communications (mMTC) [1–3]. However, facilitating large-scale access is challenging owing to the severe multi-user interference (MUI), especially for short packets. As a promising technique for addressing this challenge, non-orthogonal multiple access (NOMA) has been proposed for rank-deficient scenarios. In contrast to the orthogonal multiple access (OMA) schemes [4], where users are supported by the orthogonal resources of the time, frequency or code domain, NOMA schemes rely on non-orthogonal resource allocation, where more users can be supported than the number of resource-units [5–8], albeit at the cost of requiring more complex receivers for mitigating the inter-user interference (IUI). In this context, numerous NOMA schemes have been investigated, which can be classified into numerous categories [9]. Perhaps the most popular ones are the power-domain [10–14] and code-domain NOMA solutions [15,16]. While the power-domain NOMA exploits the user-power difference and separates them by successive interference cancellation (SIC) at the receiver, code-domain NOMA schemes assign different non-orthogonal codes to users.

In parallel with the development of NOMA schemes, spatial modulation (SM) [17–22] has distinguished itself as a promising low-complexity single-radio frequency (RF)-chain based multiple-input multiple-output (MIMO) technique relying on a single activated antenna. This unique transmit antenna (TA) activation scheme allows the transmitter to implicitly convey additional information bits ‘hidden’ in the active TA index patterns, hence achieving energy-efficient modulation.

The application of SM to different NOMA schemes has been investigated in [23–34], demonstrating significant complexity reductions compared to the conventional MIMO-NOMA systems, owing to its reduced number of RF chains in SM-NOMA. The benefit of SM-NOMA may be further enhanced in the context of mMTC and IoT scenarios, where data are transmitted sporadically and at a relatively low rate.
Chapter 1 Introduction

Against this backdrop, this thesis details the design considerations of several SM-NOMA schemes capable of supporting the mMTC and IoT operational modes of the next generation communications.

1.1 Spatial Modulation

For coping with the dramatically increasing data traffic, novel transmission schemes are in urgent demand for improving the throughput, while minimizing the deployment complexity. Among numerous cutting-edge techniques, SM [17–22,35] has been envisioned as a promising scheme, which reduces the number of RF chains and mitigates the interference between antennas.

To be more specific, by activating a single TA or a subset of TAs, various SM schemes have been proposed in the past two decades [17,18,35–48], as summarized in Table 1.1. The pioneering contribution on SM can be traced back to 2001, when Chau et al. [35] proposed space-shift keying (SSK), which was further investigated in [36]. While SSK [35,36] only conveys information by the activated TA indices, the SM [17,18] activates a single TA, which transmits a single amplitude-phase modulation (APM) symbol, rather than simply being energized. Following this, SM was combined with Trellis coding (TC) in [37] and with space-time block coding (STBC) [38] for exploiting the advantages of both. An alternative way of combining STBC with SM was proposed in [39], referred to as space-time shift keying (STSK), which applied the SSK/SM concept to both the space and time domain upon combing SSK/SM with STBC. As a further development, Yang [40] proposed the precoded SM (PSM) philosophy, also known as receive SM (RSM), which activated a single receive antenna (RA) for detection by relying on the employment of precoding at the transmitter.

A subsequent SM development relied on activating a fraction of TAs, which was termed as generalised SM (GSM) [41], which simultaneously activates a group of TAs to convey multiple APM symbols, etc. Further refinements of the SM techniques include quadrature SM (QSM) [44], which extends the real-valued SM constellation to in-phase and quadrature dimensions, and spatial multiplexing aided SM [49], which activates multiple TAs by antenna grouping. Additionally, Xiao et al. [47] investigated the integration of STBC and QSM, proposing the STBC-QSM concept.

Noncoherent detection was achieved for the first time by the employment of differential SM (DSM) proposed in [43]. The differential transmission approach has been further investigated by differential QSM (DQSM) [45], rectangular DSM (RDSM) [46] and STBC-RDSM [48].

Additionally, the activated TA(s) convey the classically modulated information bits using conventional APM, which belongs to the family of bandwidth-efficient modulation
Table 1.1: Summary of research contributions on SM.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>Chau et al. [35]</td>
<td>SSK</td>
</tr>
<tr>
<td>2006</td>
<td>Mesleh et al. [17,18]</td>
<td>SM</td>
</tr>
<tr>
<td>2010</td>
<td>Mesleh et al. [37]</td>
<td>TC-SM</td>
</tr>
<tr>
<td>2010</td>
<td>Basar et al. [50]</td>
<td>STBC-SM</td>
</tr>
<tr>
<td>2010</td>
<td>Sugiura et al. [39]</td>
<td>STSK</td>
</tr>
<tr>
<td>2011</td>
<td>Yang et al. [40]</td>
<td>PSM</td>
</tr>
<tr>
<td>2012</td>
<td>Wang et al. [41]</td>
<td>GSM</td>
</tr>
<tr>
<td>2013</td>
<td>Zhang et al. [42]</td>
<td>GPSM</td>
</tr>
<tr>
<td>2014</td>
<td>Mesleh et al. [44]</td>
<td>QSM</td>
</tr>
<tr>
<td>2014</td>
<td>Bian et al. [43]</td>
<td>DSM</td>
</tr>
<tr>
<td>2017</td>
<td>Mesleh et al. [45]</td>
<td>DQSM</td>
</tr>
<tr>
<td>2017</td>
<td>Ishikawa et al. [46]</td>
<td>RDSM</td>
</tr>
<tr>
<td>2018</td>
<td>Xiao et al. [47]</td>
<td>STBC-QSM</td>
</tr>
<tr>
<td>2019</td>
<td>Wu et al. [48]</td>
<td>STBC-RDSM</td>
</tr>
</tbody>
</table>

schemes. As an additional benefit, again, either one or a low number of RF-chains can be used, which results in lower detection complexity in terms of matrix multiplications at the receiver, when compared to conventional MIMO systems [17]. Hence, SM strikes a flexible trade-off among the spectral efficiency, energy efficiency and complexity.

1.2 Spatial Modulated-Aided Orthogonal Multiple Access

SM-aided multiuser communications are achieved by sharing the resources using either orthogonal or nonorthogonal approaches. For SM-aided orthogonal multiple access (SM-OMA) [51–65], as summarized in Table 1.2, each user occupies a single resource in the time/ frequency or code domain.

Specifically, the bit error ratio (BER) performance of SSK-aided multiuser communications over fading channels was initially analysed in [51], followed by the multiuser SM system proposed in [52] for the first time. Later, Narasimhan et al. [53] conceived a large-scale multiuser SM-MIMO system, which was later generalised to the GSM-MIMO by Narasimhan et al. [56]. Additionally, Wang et al. [54] investigated multiuser SM-MIMO systems in the presence of low-resolution analog-to-digital convertors (ADCs).
Table 1.2: Summary of research contributions on SM-OMA.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>Di Renzo et al. [51]</td>
<td>Performed performance analysis for multiuser SSK.</td>
</tr>
<tr>
<td>2012</td>
<td>Serafimovski et al. [52]</td>
<td>Proposed multiuser SM for the first time.</td>
</tr>
<tr>
<td>2014</td>
<td>Narasimhan et al. [53]</td>
<td>Conceived large-scale multiuser SM-MIMO systems.</td>
</tr>
<tr>
<td>2014</td>
<td>Wang et al. [54]</td>
<td>Investigated multiuser SM-MIMO systems with low-resolution ADCs for the first time.</td>
</tr>
<tr>
<td>2014</td>
<td>Narayanan et al. [55]</td>
<td>Proposed a novel precoding scheme for multiuser SM-MIMO.</td>
</tr>
<tr>
<td>2015</td>
<td>Narasimhan et al. [56]</td>
<td>Applied GSM technique in the large-scale multiuser MIMO systems.</td>
</tr>
<tr>
<td>2015</td>
<td>Gao et al. [58]</td>
<td>Investigated CS-based detection for the uplink large-scale SM-MIMO system.</td>
</tr>
<tr>
<td>2016</td>
<td>Maleki et al. [59]</td>
<td>Proposed layered SM for multiuser communications.</td>
</tr>
<tr>
<td>2016</td>
<td>He et al. [60]</td>
<td>Proposed the multi-cell massive SM-MIMO system for multiuser communications.</td>
</tr>
<tr>
<td>2016</td>
<td>Meng et al. [61]</td>
<td>Proposed structured approximate message passing (AMP) for multiuser SM.</td>
</tr>
<tr>
<td>2018</td>
<td>Rajashekar et al. [62]</td>
<td>Proposed TAS for single and multiuser SM.</td>
</tr>
<tr>
<td>2019</td>
<td>Maleki et al. [63]</td>
<td>Investigated precoding for multiuser RSM.</td>
</tr>
<tr>
<td>2019</td>
<td>Pan et al. [64]</td>
<td>Investigated SM for CDMA system.</td>
</tr>
</tbody>
</table>
Furthermore, Narayanan et al. [55] proposed a novel precoding scheme for multiuser SM-MIMO.

Compressive sensing-based detection algorithms have been investigated in [57,58], which achieved low-complexity detection by refining the orthogonal matching pursuit (OMP) algorithm. Furthermore, Maleki et al. [59] proposed the layered SM for multiuser communications. He et al. [60] proposed the multi-cell massive SM-MIMO system for multiuser communications. Further improvements of multiuser SM-MIMO solutions include low-complexity detection [61], transmit antenna selection (TAS) [62] and precoding [63].

Finally, Pan et al. [64] investigated SM for heavily-loaded code division multiple access (CDMA) systems, whereas SM multiuser communications employing QSM was recently investigated in [65].

1.3 Spatial Modulation-Aided Nonorthogonal Multiple Access

As a promising solution to pervasive connectivity, the NOMA concept [5,66–69], has found applications in next-generation massive mMTC and IoT [70–72] systems. For accommodating a high number of device connections, code-domain [10–14] and power-domain NOMA [9,15,16,73] techniques have been proposed by adopting nonorthogonal power allocation and by enabling resource sharing, respectively.

In contrast to the OMA concept, which has a hard-limited user-capacity owing to its non-overlapping nature, NOMA is capable of supporting multiple users within a single resource unit. In uplink power-domain NOMA scenarios, users can be separated by creating a power-difference between paired users through a predefined power allocation pattern [9,15,16,73]. By contrast, code-domain NOMA schemes assign different non-orthogonal codes to users. In this way, a ‘massive’ number of connections can be supported by a limited number of resources. For example, a low density signature (LDS) based technique has been proposed in [10] to exploit the beneficial properties of sparse signatures for approaching the optimum single-user performance in systems supporting a high user-load by relying on the massage passing algorithm (MPA) [74,75]. Further studies include the design of sparse code multiple-access (SCMA) [13], which amalgamates modulation, spreading as well as constellation shaping into a single codebook. Explicitly, the data are no longer carried only by the APM symbols, but by specifically designed multi-dimensional codewords. Hence, an improved coding gain becomes achievable by the proposed design of the code books, mapping the data to the codewords. We also note that powerful yet low-complexity receiver designs based on the MPA have been proposed in [76–81], which are capable of reducing the detection complexity at the cost
of a modestly degraded BER performance in comparison to the optimum detection based on maximum likelihood detection (MLD).

On the other hand, for SM-NOMA [23–34], where each of the orthogonal time, frequency or code domain resources are shared by more than a single user, a higher normalised user load can be supported. This demonstrates the potential of its applications in heavily loaded communications environments, where the system has to support ultra-dense deployment of numerous devices, such as in IoT [82] and mMTC [83,84]. However, designing and implementing affordable-complexity detection is challenging for various SM-NOMA systems, which is the focus of this thesis.

The research contributions on SM-NOMA are summarized in Table 1.3 at a glance. Firstly, a series of treatises on SM-NOMA have been published in 2017 [23–26]. In more detail, a cooperative vehicle-to-vehicle power-domain NOMA scheme combined with SM has been introduced in [23] and its performance has been comprehensively investigated. In [24], the authors have proposed a general NOMA-based downlink scheme relying on SM. Additionally, a SM-assisted two-user NOMA uplink scheme based on space division multiple access (SDMA) principles has been studied in [25]. By contrast, we have investigated the integration of code-domain NOMA with SM in [26] and proposed the SM-SCDMA scheme for supporting heavily loaded mMTC scenarios.

Later, Zhong et al. [27] introduced the idea of SM-assisted multi-antenna NOMA for avoiding the SIC at the receiver. Furthermore, Pan et al. [28] extended our SM-SCDMA system to SCMA and proposed an uplink SM-SCMA system. We then extended the SM-SCDMA system concept to support multicarrier (MC) transmission by proposing the SM/MC-SCDMA arrangement in [29]. Following this, the low-complexity detection of SM-SCMA was studied in [30].

Additionally, the application of SM-NOMA systems has been investigated in [31,32]. Specifically, Li et al. [31] proposed a novel cooperative relaying system for Rayleigh flat-fading channels using SM-NOMA and Si et al. analysed the system performance of SM-NOMA both in coordinated direct and relay-aided transmission.

More recently, we proposed the sparse space-time-frequency-domain spreading (SSTFS) for uplink SM-NOMA, facilitating multiple active TAs, while Hong et al. [34] investigated user grouping and resource allocation for downlink QSM-NOMA.

1.4 Grant-Free Multiple Access

Although SM-NOMA is a promising solution to the massive connectivity problem, another challenge encountered in the mMTC scenario is its low-latency requirement and the sporadic transmission pattern of the uplink tele-traffic. While a ‘massive’ number of devices on the order of say a million or so may connect to the base station (BS), they
Table 1.3: Summary of research contributions on SM-NOMA.

<table>
<thead>
<tr>
<th>Year</th>
<th>Work</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>[25]</td>
<td>Investigated an SM-assisted two-user NOMA uplink scheme based on SDMA principles.</td>
</tr>
<tr>
<td>2017</td>
<td>[26]</td>
<td>Proposed and analysed the uplink SM-SCDMA system for flat Rayleigh fading channels.</td>
</tr>
<tr>
<td>2018</td>
<td>[27]</td>
<td>Provided general analysis of SM-NOMA.</td>
</tr>
<tr>
<td>2019</td>
<td>[29]</td>
<td>Proposed and analysed the uplink SM/MC-SCMA system for frequency-selective Rayleigh fading channel.</td>
</tr>
<tr>
<td>2019</td>
<td>[31]</td>
<td>Proposed a novel cooperative relaying system for Rayleigh flat-fading channels using SM-NOMA.</td>
</tr>
<tr>
<td>2020</td>
<td>[33]</td>
<td>Proposed SSTFS for uplink NOMA.</td>
</tr>
<tr>
<td>2020</td>
<td>[34]</td>
<td>Investigated user grouping and resource allocation for downlink QSM-NOMA.</td>
</tr>
</tbody>
</table>
tend to transmit their signals to the BS at a low activity rate and at a low data rate for each active user [85].

In this case, the classic grant-based legacy access schemes, require extra resources, such as time-slots for requesting access grant, which imposes extra latency. This is clearly undesirable for mMTC. Hence, grant-free access schemes are more promising in terms of satisfying the stringent low-latency requirements, whilst simultaneously supporting sporadic uplink transmissions without imposing any overhead. However, when incorporating grant-free transmissions, the receiver has to promptly detect both the user activity and the transmitted data.

In most mMTC scenarios, only a very small fraction of user devices is active at a time. This activity sparsity of grant-free NOMA systems inspired the application of compressive sensing (CS) algorithms [86], leading to the design of a range of low-complexity multi-user detectors [87–94], as summarized in Table 1.4. In these CS-based detectors, the OMP [95], subspace pursuit (SP) [96] and compressive sampling matching pursuit (CoSaMP) [97] have been adopted.

Initially, Zhu et al. [87] proposed three CS-based detectors for exploiting the sparsity of user activity in CDMA systems, whereas Bockelmann et al. [88] proposed a greedy CoSaMP-based algorithm, facilitating joint user activity and data detection. Additionally, the correlation of user activities over consecutive time slots was exploited in [89,90,93]. In particular, Wang et al. [89] proposed a dynamic CS (DCS)-based multi-user detection for grant-free NOMA to realize both user activity and data detection in several consecutive time slots by exploiting the temporal correlation of active user sets. For further improving the detection performance, Du et al. [90] proposed a prior-information-aided adaptive subspace pursuit (SP) algorithm, which was then enhanced in [93]. The channel estimation problem of grant-free NOMA systems was considered in [90], which jointly performed channel estimation and multiuser detection for frame-based multiuser transmission scenarios, where the users are (in)active for the duration of a frame.

Furthermore, Wang et al. [91] investigated a grant-free GSM-NOMA scenario relying on a terrestrial return channel. Zhang et al. [94] proposed user activity and signal detection for orthogonal frequency division multiplexing (OFDM) systems relying on LDS, where the signal spreading across the frequency domain (FD) resulted in beneficial frequency diversity gain, since the individual LDS-chips experienced independent fading. As a further advance, Zhang et al. [98] proposed an information-enhanced adaptive matching pursuit (MP) algorithm, which exploits both the frame-wise user sparsity and the unique nature of the transmit signal. More recently, Jiang et al. [99] developed joint user identification, channel estimation and signal detection based on the AMP algorithm.

Recently, machine learning-aided approaches have been proposed for solving the joint user and data detection problem [99–101], as also summarized in Table 1.4, where deep learning [100,101] or reinforcement learning [99] techniques were adopted.
<table>
<thead>
<tr>
<th>Year</th>
<th>Work</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>[88]</td>
<td>Proposed a greedy CS-based algorithm to facilitate the joint user activity and data detection.</td>
</tr>
<tr>
<td>2016</td>
<td>[89]</td>
<td>Proposed a DCS-based multiuser detection to realize both user activity and data detection in several continuous time slots.</td>
</tr>
<tr>
<td>2017</td>
<td>[90]</td>
<td>Proposed a prior-information-aided adaptive SP algorithm.</td>
</tr>
<tr>
<td>2017</td>
<td>[91]</td>
<td>Proposed a joint user activity and signal detection scheme based on the block-sparse CS in the terrestrial return channel.</td>
</tr>
<tr>
<td>2018</td>
<td>[92]</td>
<td>Proposed a novel joint channel estimation and multiuser detection for the frame based multiuser transmission scenario.</td>
</tr>
<tr>
<td>2018</td>
<td>[93]</td>
<td>Proposed a pair of enhanced block CS-based greedy algorithm for frame-based multiuser uplink scenarios.</td>
</tr>
<tr>
<td>2018</td>
<td>[94]</td>
<td>Investigated the joint user activity detection and channel estimation and extracted the necessary information for data detection.</td>
</tr>
<tr>
<td>2019</td>
<td>[100]</td>
<td>Employed deep learning for random user activation and symbol spreading in grant-free NOMA.</td>
</tr>
<tr>
<td>2019</td>
<td>[98]</td>
<td>Proposed the information-enhanced adaptive MP, which exploits both the frame-wise user sparsity and the ternary nature of transmit signal.</td>
</tr>
<tr>
<td>2020</td>
<td>[99]</td>
<td>Developed a joint user identification, channel estimation, and signal detection based on the AMP algorithm.</td>
</tr>
<tr>
<td>2020</td>
<td>[102]</td>
<td>A deep reinforcement learning-based algorithm is proposed for reducing collision in grant-free NOMA.</td>
</tr>
<tr>
<td>2020</td>
<td>[101]</td>
<td>Proposed a deep learning-based algorithm for active user detection.</td>
</tr>
</tbody>
</table>
Additionally, among the above-mentioned research publications, only [91] exploits the SM-NOMA philosophy. Hence, further investigation of grant-free access-based SM-NOMA will be performed in this thesis.

1.5 Outline and Contributions

This thesis is mainly focused on providing practical solutions for dense mMTC scenarios and it is based on six submitted or published journal papers. The outline of this thesis is portrayed in Fig. 1.1.

Specifically, we commence by proposing and analysing the SM-SCDMA scheme in Chapter 2, which adopts nonorthogonal techniques for supporting SM-aided multiuser communications. The novel contributions of Chapter 2 are summarized as follows:

- A SM-SCDMA scheme is proposed for supporting a high normalized user-load in uplink communications. We assume that each user employs several TAs for supporting SM, while the BS employs several RAs for enhancing the detection reliability, where multiple access is achieved with the aid of SCDMA. Since our SM-SCDMA relies on the principle of NOMA, it has the potential of supporting the MA transmission, where the number of (active) users is higher than the total number of chips in the spreading codes.

- It has been widely recognized that employing SM is beneficial for the implementation of MIMO using a low number of RF transceivers, since it provides low-complexity receiver implementation options [18,20]. However, when there is a high number of users sharing the resources based on SCDMA, the design of relatively low-complexity detectors that are capable of achieving near-ML performance is challenging. In this chapter, we first consider the classic MLD in order to quantify the best possible potential of the SM-SCDMA scheme. Then, we derive a maximum a-posteriori detector (MAPD), based on which we develop a reduced-complexity message passing-aided detector (MPAD) that is suitable for SM-SCDMA systems, which employs SM and exploits receiver diversity.

- In most of the code-domain NOMA references [10–14], the performance study mainly relies on simulations, which can only deal with a rather limited number of users. However, it is hard to simulate the performance of a multiple access system supporting hundreds or even thousands of users, even though it is of practical interest to predict the achievable performance of such large-scale multiple access systems. Given this motivation, in this chapter, we mathematically analyze the performance of SM-SCDMA systems by first deriving the single-user BER bound and then analyzing the approximate BER of multi-user SM-SCDMA systems. By exploiting the specific structure of SM-SCDMA, a range of formulas are derived, which allow
Figure 1.1: Outline of the thesis.
to estimate the BER performance of SM-SCDMA systems having an arbitrary user population.

- The performance of SM-SCDMA systems is investigated both by Monte-Carlo simulations and by evaluating our mathematical formulas derived. Based on the SM-SCDMA systems of relatively small size, we verify the accuracy of formulas derived with the aid of simulations. Then, the performance of relatively large-scale SM-SCDMA systems is investigated based on the numerical evaluation of our formulas derived. Furthermore, we address the impact of the associated parameters on the BER performance attained, and demonstrate the efficiency of the MPAD.

- Finally, we propose a novel 8QAM scheme. When communicating over Gaussian channels, this scheme outperforms all the existing 8QAM schemes in the relatively low signal-to-noise (SNR) ($\leq 10$ dB) region, while achieving a similar BER performance to the best existing 8QAM schemes in the relatively high-SNR region. By contrast, when communicating over Rayleigh fading channels, it outperforms all the existing 8QAM schemes within the SNR region considered.

However, the SM-SCDMA scheme proposed in Chapter 2 relies on the assumption of having frequency-flat fading channels. When practical frequency-selective fading channels are considered, SM-SCDMA will suffer from severe inter-symbol interference (ISI), hence the complexity of the MPAD is exponentially increased with the number of paths of the frequency-selective fading channels.

Fortunately, an effective technique of combatting frequency-selective fading is to employ FD-spreading aided MC signalling [103], which is capable of exploiting the energy scattered across the frequency-domain by combining the signals gleaned from the different subcarriers. However, conventional MC signalling employing all subcarriers for each user has the disadvantage of high peak-to-average power ratio (PAPR), requiring the employment of high-linearity power-hungry class-A amplifiers, which becomes excessively costly in the uplink of device-centric communications [103,104]. By contrast, for SCDMA-assisted MC systems activating only a small fraction of subcarriers for each user, the PAPR problem of conventional MC systems can be mitigated. Against this backdrop, Chapter 3 extends our solution developed in Chapter 2 to MC communications and proposes a SM/MC-SCDMA system. The associated novel contributions are summarized as follows.

- A SM/MC-SCDMA system is proposed for supporting massive uplink connectivity. In the proposed system, SM is employed for reducing the number of RF chains. In contrast to the SM-SCDMA system proposed in [26], which assumes flat fading, the SM/MC-SCDMA employs MC signalling to combat frequency-selective fading. Sparse spreading is employed for the sake of facilitating low-complexity detection, whilst significantly alleviating the PAPR problem of MC systems. Furthermore, a
MPAD is developed for the SM/MC-SCDMA system for low-complexity detection, even in the face of a high normalized user-load.

- Since our proposed SM/MC-SCDMA system is designed for operation in practical frequency-selective fading channels, which result in correlated fading in the frequency-domain, the single-user BER bounds derived in [105–108] cannot be directly exploited, since all of them assume independent flat Rayleigh fading. Therefore, we analyze the single-user BER bound of the SM/MC-SCDMA system, when assuming that the signals experience frequency-selective fading, whilst taking into account the correlation among the subcarriers.

- Based on the single-user BER bound, we propose the guidelines for sparse code design. Furthermore, we conceive a sparse code allocation technique for achieving a high diversity gain.

- The BER performance of the proposed SM/MC-SCDMA system using MPAD is studied both by Monte-Carlo simulations and by our analytical results. Additionally, the SM/MC-SCDMA scheme is generalized to the SM/MC-SCMA arrangement for the sake of obtaining extra shaping gain. Furthermore, the BER performance of both SM/MC-SCDMA and SM/MC-SCMA is compared to that of other related legacy MIMO schemes.

Another challenge encountered in our mMTC scenario is the low-latency requirement and the sporadic uplink transmission pattern. In this context, grant-free access schemes are promising in terms of satisfying the stringent low-latency requirements, whilst simultaneously supporting sporadic uplink transmissions without imposing any overhead. Hence, in Chapter 4, we relax the assumption of Chapters 2 and 3, which assume all users to be active within each symbol duration in the system, and propose an uplink grant-free SM/MC-NOMA scheme, where the users transmit in a sporadic pattern at a low rate. The novel contributions of Chapter 4 are as follows.

- We propose an uplink SM/MC-NOMA scheme for supporting massive grant-free multiple access for next-generation wireless communications. The proposed SM/MC-NOMA scheme gleans diversity gains from the often independently-fading frequency- and spatial-domains. SM is employed for reducing the number of RF chains, while non-orthogonal FD spreading attains FD diversity gains for MC transmission over frequency-selective fading channels. In contrast to the existing research on SM-NOMA uplink transmissions [23, 26, 27, 109], which assumes that all users are active all the time and transmit their data to the BS, we assume grant-free uplink transmission, where each user only becomes active at a small activation probability.

- In order to identify the active users and detect their transmitted data, an iterative Joint Multiuser Matching Pursuit (JMuMP) detector is proposed based on the SP
algorithm of [96], which exploits the sparsity existing in both the user activity and in the SM antenna domain. In contrast to the original SP detector of [96], which recovers the user signals by exploiting the known activity at the receiver, the number of active users is estimated by our JMuMP detector before the detection of data conveyed by the classic SSK and APM symbols, with the SSK information detection being intrinsically integrated into the active user identification process. Meanwhile, a more accurate symbol mapping approach is proposed and integrated in JMuMP detector.

- We also conceive an Adaptive MuMP (AMuMP) detector, which does not require the a priori knowledge of the user activity at the receiver, and yet further improves the BER performance of the SM/MC-NOMA system employing the JMuMP detector. Naturally, this is achieved at the cost of a higher detection complexity and latency. In the proposed AMuMP detector, both the active users as well as their data are iteratively detected, until both the active users and their data are deemed to be reliably detected. This is more realistic, but also more challenging than the JMuMP philosophy of assuming that the number of users identified in each iteration remains unchanged. We demonstrate that the AMuMP scheme provides more reliable detection than the JMuMP detector, even when the user activation probability is as high as $p = 0.3$.

- The BER vs complexity trade-off of our SM/MC-NOMA system employing the JMuMP and AMuMP detectors is demonstrated by simulation results.

The previous chapters only consider the performance of uncoded systems. Therefore, in Chapter 5, we extend our focus to the holistic design of the SCMA system, and conceive an EXtrinsic Information Transfer (EXIT)-chart-aided hybrid detection and decoding (HDD) algorithm for turbo-coded SCMA systems, which reduced the complexity of the conventional joint detection and decoding (JDD), without degrading the BER performance. The novel contributions of Chapter 5 are as follows.

- Firstly, we investigate the impact of the iterative extrinsic logarithmic likelihood ratio (LLR) exchange between the MPA detector and the Logarithmic Bahl-Cocke-Jelinek-Raviv (Log-BCJR) turbo decoder by comparing the BER of separate detection and decoding (SDD) to that of the JDD scheme in each iteration. The significant BER improvement of JDD shows the advantage of iterative extrinsic information exchange.

- Secondly, by analysing the convergence behaviour by EXIT charts, we propose an HDD algorithm, which maintains the BER performance compared to the conventional JDD, but achieves a beneficial complexity reduction. To be more specific, we optimize the activation order of detection and decoding scheduling for achieving early termination with the aid of EXIT chart analysis. In this way, the detection
and decoding latency can be significantly reduced at a similar BER to that of HDD. Additionally, by exploiting the resultant early-termination property, the proposed HDD achieves a complexity reduction of up to 25%.

- Finally, we propose a near-instantaneously adaptive turbo-coded SCMA system, where the transmitter selects the most appropriate transmission mode according to the prevalent near-instantaneous channel conditions. Our adaptive turbo-coded SCMA system configures itself in the most appropriate mode of operation by jointly selecting the user load, coding rate as well as modulation order by maintaining the data rate at the target BER. Our adaptive system design principle can be readily extended to SCMA systems in combination with other channel coding schemes, such as LDPC codes and polar codes, just to name a few.

From Chapter 6, we further expand our scope to the exploitation of the transmit diversity for the SM-NOMA systems investigated in the previous chapters. In this chapter, we propose a space-time-coded generalized SM-aided SCDMA (STC/GSM-SCDMA) system, which achieves transmit diversity in both spatial- and frequency-domain (SFD). The novel contributions of Chapter 6 are as follows.

- Firstly, we propose a STC/GSM-SCDMA system for supporting the heavily-loaded multiuser (MU) multicarrier (MC) uplink, while achieving a beneficial transmit diversity gain both in the spatial- and in the FD. In our STC/GSM-SCDMA system, GSM is employed both for reducing the number of RF chains and for transmitting extra information bits via the activated TA indices, while STC is employed for exploiting spatial domain diversity. Meanwhile, by adopting the LDS concept in the FD, MC signalling can also be activated for mitigating the deleterious effects of frequency-selective fading. Furthermore, in contrast to the conventional orthogonal MU systems, where ‘only’ up to 100% normalized user-load can be attained, each orthogonal FD resource unit in the proposed STC/GSM-SCDMA system is capable of supporting more than ‘just’ a single user. Hence, our solution supports a high normalized user-load.

- Secondly, we design a joint factor graph for representing the connections of the proposed STC/GSM-SCDMA system, which combines the GSM symbols with the quadrature amplitude modulation (QAM) symbols and aggregates all observations at all RAs of each subcarrier. Then bespoke MPA detection is conceived based on the proposed joint factor graph.

- Thirdly, a 3-dimensional (3D) factor graph is designed, where the connections between users and TAs as well as those between subcarriers and RAs are separately illustrated, based on which a low-complexity AMP detector is proposed. The AMP detector conceived in this chapter imposes 1000 times lower computational complexity than the MPA detector, at the cost of a modest 2 dB BER SNR increase.
• Finally, the theoretical single-user performance bound is derived for the proposed STC/GSM-SCDMA system for transmission over frequency-selective Rayleigh fading channels, which is employed as the benchmark of the multiuser STC/GSM-SCDMA systems. Our simulation results also demonstrate that our STC/GSM-SCDMA system outperforms the MIMO-NOMA systems of [29,110].

Chapter 7 provides an alternative way for achieving the transmit diversity to that of Chapter 6 and proposes the generalized spatial modulation-aided sparse space-time-frequency spreading (GSM/SSTFS) for NOMA systems. The novel contributions of Chapter 7 are as follows.

• Firstly, we propose a GSM/SSTFS system for supporting large-scale access at a high normalized user-load by achieving the STF-domain spreading for the first time. Specifically, in the GSM/SSTFS system relying on two active TAs, each user spreads its signal over two symbol durations, two active TAs, and multiple subcarriers by a unique pre-assigned sparse code, before transmitting the signal over the channel. Furthermore, with the aid of GSM, extra information bits are embedded in the TA indices.

• Secondly, a joint factor graph is designed for signal detection, which is eminently suitable for visualizing the message-propagation by the STF-domain spreading. Based on the connections of the proposed joint factor graph, a joint message passing-aided (JMPA) detector is conceived for attaining a near-single-user BER at a low complexity.

• Finally, our BER performance results have demonstrated that the proposed GSM/SSTFS scheme achieves superior BER, compared to that of conventional MIMO-NOMA schemes at the same data rate in terms of bits per symbol (BPS).

Finally, Chapter 8 summarises the main conclusions of the thesis and suggests potential research ideas for multiuser MC next-generation communications.
Chapter 2

Spatial Modulation-Aided Sparse Code Division Multiple Access

**Figure 2.1:** The relationship of Chapter 2 with the rest of the thesis.
Chapter 2 SM-SCDMA

2.1 Introduction

As discussed in Section 1.2, the spatial modulation-aided orthogonal multiple-access (SM-OMA) schemes summarized in Table 1.2 are only capable of supporting a normalized user load up to 100%, which prevents their application in next-generation massive machine-type communications (mMTC) or in the Internet-of-Things (IoT), which typically have to support more users/nodes than the number of resource slots. With the motivation of supporting these demanding scenarios, non-orthogonal multiple-access (NOMA) [73,111] is capable of supporting a higher number of users (or devices) than that of the number of resource units available.

Therefore, in this chapter, we exploit the properties of both SM as well as NOMA, and propose a spatial-modulated sparse code division multiple access (SM-SCDMA) scheme, in order to support these demanding mMTC and IoT scenarios. In summary, the contributions of this chapter are as follows.

- A SM-SCDMA scheme is proposed for supporting a normalized user-load up to 200% in uplink communications. We assume that each user employs a few transmit antennas (TAs) for supporting the SM, while the base station (BS) employs several receive antennas for enhancing the detection reliability, where MA is achieved with the aid of SCDMA. Since our SM-SCDMA relies on the principle of NOMA, it has the potential of supporting the MA (multiple access) transmission, where the number of (active) users is higher than the total number of chips in the spreading codes.

- It has been recognized that employing SM is beneficial for the implementation of multiple-input multiple-output (MIMO) using a low number of radio-frequency (RF) transceivers, and provides lower complexity receiver implementation options [18,20]. However, when there is a high number of users sharing the resources based on SCDMA, the design of relatively low-complexity detectors that are capable of achieving near-optimum performance is challenging. In this chapter, we first consider the classic maximum-likelihood detection (MLD) in order to study the best possible potential of the SM-SCDMA scheme. Then, we derive a maximum a-posteriori detector (MAPD), based on which we develop a reduced complexity message passing-aided detector (MPAD) that is suitable for SM-SCDMA systems, which employs SM and exploits receiver diversity.

- In most existing references on code-domain NOMA [10–14], the performance study depends mainly on simulations, which can typically deal with tens of users. However, it is hard to simulate the performance of a MA system supporting hundreds or even thousands of users. However, future NOMA systems are expected to support a huge number of users, hence it is interesting to predict the achievable performance...
of such large-scale MA systems. With this motivation, in this chapter, we mathematically analyze the error performance of SM-SCDMA systems by first deriving the single-user bit error rate (BER) bound and then analyzing the approximate BER of multi-user SM-SCDMA systems. By exploiting the specific structure of SM-SCDMA, a range of formulas are derived, which allow us to estimate the BER performance of the SM-SCDMA systems of arbitrary size.

- The performance of SM-SCDMA systems is investigated both by Monte-Carlo simulations and by the evaluation of the formulas derived. Based on the SM-SCDMA systems of relatively small size, we verify the formulas derived by simulation and find their valid ranges. Then, the performance of relatively large-scale SM-SCDMA systems is investigated based on the numerical evaluation of our formulas derived. Furthermore, we address the impact of the related parameters on the BER performance attained, and demonstrate the efficiency of the MPAD.

- Finally, we propose a novel 8 quadrature amplitude modulation (8QAM) scheme. When communicating over Gaussian channels, it outperforms all the existing 8QAM schemes in the relatively low signal-to-noise (SNR) ($\leq 10$ dB) region, while achieving a similar BER performance to the best existing 8QAM schemes in the relatively high-SNR region. By contrast, when communicating over Rayleigh fading channels, it outperforms all the existing 8QAM schemes within the SNR region considered.

The structure of the rest of this Chapter is summarized in Fig. 1.1. Specifically, Section 2.2 describes the proposed SM-SCDMA system model. Then, the detection algorithms are addressed in Section 2.3. Section 2.4 analyzes the BER of the SM-SCDMA system, while the BER performance of SM-SCDMA systems is investigated in Section 2.5. Finally, Section 2.6 summarizes the main conclusions of our research.

2.2 System Model

In this section, we describe the transmitter and receiver models in Sections 2.2.1 and 2.2.2, respectively. Furthermore, our main assumptions and notations are detailed.

2.2.1 Transmitter Model

Let us consider a single-cell wireless uplink, where $K$ users simultaneously transmit their information to a single BS. In order to avoid dealing with the trivial cases, but to focus our attention on the important principles, we assume that all users employ the same $M_1$ number of TAs satisfying $M_1 = 2^{b_1}$, where $b_1$ is an integer. We assume that the BS employs $U$ receive antennas (RAs) for attaining receiver diversity. Based on the principles of SM [18], we assume that within a symbol duration of $T_s$ seconds,
one of the $M_1$ TAs of a user is activated for transmitting $b_1$ bits, forming an $M_1$-SSK scheme \[36\]. Hence, the SSK symbol set can be expressed as $S_1 = \{0, 1, ..., M_1 - 1\}$ and the corresponding $b_1$-bit symbols can be their natural binary representations. In addition to the $M_1$-SSK, the SM also uses the activated TA to transmit $b_2 = \log_2 M_2$ bits, relying on a $M_2$-ary APM ($M_2$APM), such as $M_2$-ary QAM ($M_2$QAM). For convenience, the APM symbol set is expressed as $S_2 = \{s_2, 0, s_2, 1, ..., s_2, M_2 - 1\}$, whose elements satisfy $\sum_{i=0}^{M_2-1} |s_{2,i}|^2 / M_2 = 1$. Therefore, when considering both the $M_1$-SSK and $M_2$APM, $b = (b_1 + b_2)$ bits per symbol can be transmitted by a user to the BS. Note that the SM model considered can be readily extended to the generalized SM model of \[20\], where multiple TAs are activated for simultaneously transmitting multiple APM symbols.

Fig. 2.2 depicts the transmitter schematic diagram of the $k$th user in the SM-SCDMA system. During a symbol period, the $b$-bit symbol $b_k$ of user $k$ is first partitioned into two sub-symbols, the SSK symbol $b_{k1}$ consisting of the first $b_1$ bits and the APM symbol $b_{k2}$ consisting of the remaining $b_2$ bits. Let $s_{k1} \in S_1$ be an integer value obtained from the mapping $V_1(b_{k1})$, which determines the TA activated by user $k$. Furthermore, let $s_{k2} \in S_2$ be obtained from the mapping $V_2(b_{k2})$, which is an APM symbol. Following the principles of SCDMA \[10\], $s_{k2}$ is spread to a maximum of $d_x$ chips ($d_x << N$) using the spreading sequence $c_k = [c_{k0}, c_{k1}, ..., c_{k(N-1)}]^T$ assigned to user $k$, where $c_k$ is of $N$-length and has $d_x$ non-zero chips, satisfying $\|c_k\|^2 = 1$. Furthermore, we assume that the maximum number of users sharing any of the $N$ chips is $d_c$. In the following analysis, for simplicity, we assume that $d_x$ and $d_c$ are constants. The set of sparse codes achieving these are referred to as the regular sparse codes. Finally, as shown in Fig. 2.2, the $k$th user’s SM-SCDMA signal is transmitted from the $s_{k1}$th TA, following some further transmitter processing that is not shown in the figure.

Therefore, given the SM symbol $s_{k1} | s_{k2}$ of user $k$, the unity-energy baseband equivalent signal transmitted by user $k$ can be expressed as

$$ t_k(s_{k1}) = s_{k2}c_k, \quad k = 1, 2, \cdots, K \quad (2.1) $$
where \( t_k(s_{k1}) \) indicates that the signal is transmitted by the \( s_{k1} \)th antenna. For convenience of description, below we define \( S = S_1 \otimes S_2 \), which is a set containing the \( M (= M_1 M_2) \) combinations of the elements in \( S_1 \) with those in \( S_2 \).

### 2.2.2 Receiver Model

Assume that the channel between any user and the BS experiences flat Rayleigh fading\(^1\). Let the channel impulse response (CIR) between the \( s_{k1} \)th TA of user \( k \) and the \( U \) RAs at the BS be expressed as

\[
h_{s_{k1}} = [h^{(0)}_{s_{k1}}, h^{(1)}_{s_{k1}}, \ldots, h^{(U-1)}_{s_{k1}}]^T, \quad s_{k1} = 0, \ldots, M_1 - 1
\]

where \( h^{(u)}_{s_{k1}} \) are independent identically distributed (iid) complex Gaussian random variables with zero mean and a variance of \( \frac{\sigma^2}{2} \) per dimension. Therefore, when there are \( K \) uplink users, the \( N \)-length observation vector received by the \( u \)th RA is given by

\[
y_u = \sum_{k=1}^{K} h^{(u)}_{s_{k1}} t_k(s_{k1}) + n_u = \sum_{k=1}^{K} h^{(u)}_{s_{k1}} s_k c_k + n_u, \quad u = 0, 1, \ldots, U - 1,
\]

where \( n_u \) is the Gaussian noise vector of zero mean and having a covariance matrix of \( 2\sigma^2 I_N \), expressed as \( CN(0, 2\sigma^2 I_N) \), with \( \sigma^2 = 1/(2\gamma_0) \), and \( \gamma_0 = b\gamma_b \) being the SNR per symbol, while \( \gamma_b \) the SNR per bit.

Let \( y = [y^T_0, y^T_1, \ldots, y^T_{U-1}] \) and \( n = [n^T_0, n^T_1, \ldots, n^T_{U-1}] \). Then, we can express \( y \) as

\[
y = \sum_{k=1}^{K} (I_U \otimes c_k) h_{s_{k1}} s_{k2} + n,
\]

where \( \otimes \) denotes the Kronecker product \([112]\). Furthermore, we can rewrite (2.4) in a compact form as

\[
y = H(s_1)s_2 + n
\]

where \( H(s_1) = [(I_U \otimes c_1) h_{s_{11}}, (I_U \otimes c_2) h_{s_{21}}, \ldots, (I_U \otimes c_K) h_{s_{K1}}] \), \( s_1 = [s_{11}, s_{21}, \ldots, s_{K1}] \) collects the SSK symbols and \( s_2 = [s_{12}, s_{22}, \ldots, s_{K2}] \) collects the APM symbols transmitted by the \( K \) users.

### 2.3 Signal Detection

In this section, we address the detection of SM-SCDMA signals. We first consider the optimal maximum likelihood detector (MLD) in Section 2.3.1, whereas Section 2.3.2

\(^1\)Frequency-selective fading may be eliminated by multicarrier SM-SCDMA systems.
derives the maximum *a-posteriori* detector (MAPD). Then, based on this the MPAD is developed in Section 2.3.3.

### 2.3.1 Maximum-Likelihood Detection (MLD)

Let us express the symbols transmitted by the $K$ users as a vector $\mathbf{x} = [x_1, x_2, \cdots, x_K]^T$ and assume that the BS exploits the knowledge of both the channels and of the spreading sequences. Then, the MLD finds the estimate of $\mathbf{x}$ by solving the optimization problem of\(^2\)

\[
\hat{x} = \arg \min_{\hat{x} \in \mathbb{C}^K} \left\{ \left\| y - \sum_{k=1}^{K} (I_U \otimes c_k) h_{\hat{s}_k1} \tilde{s}_{k2} \right\|^2 \right\} 
\]

\[
= \arg \max_{\hat{x} \in \mathbb{C}^K} \left\{ \sum_{k=1}^{K} \Re\{ \tilde{s}_{k2}^H (I_U \otimes c_k)^H y \} - \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{K} \tilde{s}_{k2}^H h_{s_ki1}^H (I_U \otimes c_k)^H (I_U \otimes c_i) h_{s_{i1}} \tilde{s}_{i2} \right\} 
\]  

(2.6)

(2.7)

where $\hat{x} = \tilde{s}_{k1} \tilde{s}_{k2}$ determines the term $h_{s_k1} \tilde{s}_{k2}$, and $\Re\{x\}$ returns the real part of $x$. In the above equation, we can show that

\[
h_{s_k1}^H (I_U \otimes c_k)^H y = \sum_{u=0}^{U-1} (h_{s_k1}^H y_u^u) c_k^H y_u^u 
\]

(2.8)

Furthermore, let $C_k$ be a set containing the $d_x$ indices of $c_k$ having non-zero entries. Then (2.8) can be further simplified to

\[
h_{s_k1}^H (I_U \otimes c_k)^H y = \sum_{u=0}^{U-1} \sum_{m \in C_k \cap C_i} (h_{s_k1}^H y_u^u) c_k^H c_i^H y_u^u 
\]

(2.9)

The second term of (2.7) can be simplified as

\[
h_{s_k1}^H (I_U \otimes c_k)^H (I_U \otimes c_i) h_{s_{i1}} = h_{s_k1}^H (I_U \otimes c_i) h_{s_{i1}} 
\]

\[
= h_{s_k1}^H (I_U \otimes \sum_{m \in C_k \cap C_i} c_k^H c_i^H y_u^u) h_{s_{i1}} = \left( \sum_{m \in C_k \cap C_i} c_k^H c_i^H \right) h_{s_k1}^H h_{s_{i1}} 
\]

(2.10)

where $C_k \cap C_i$ gives a set containing the indices where both $c_k$ and $c_i$ have non-zero entries. Upon substituting (2.9) and (2.10) into (2.7), we obtain

\[
\hat{x} = \arg \max_{\hat{x} \in \mathbb{C}^K} \left\{ \sum_{k=1}^{K} \sum_{u=0}^{U-1} \Re\{ \tilde{s}_{k2}^H (h_{s_k1}^H y_u^u) \} - \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{K} \left( \sum_{m \in C_k \cap C_i} c_k^H c_i^H \right) \tilde{s}_{k2}^H h_{s_k1}^H h_{s_{i1}} \tilde{s}_{i2} \right\} 
\]

(2.11)

\(^2\)Throughout the report, $x$, $\hat{x}$ and $\tilde{x}$ represent the symbol transmitted, the specific symbol being tested by the search algorithms and the final detected symbol, respectively.
From (2.11) we know that although \( C_k \) has only \( d_x \) non-zero elements, which can be exploited for significantly reducing the computation, the MLD’s complexity is still \( O(M^K) \). Therefore, the MLD described by (2.11) is impractical, especially when the SM-SCDMA systems are proposed for supporting numerous users (devices). Next, we consider the symbol-based MAPD, which facilitates the employment of the MPA, as shown in Section 2.3.3.

2.3.2 Maximum A-Posteriori Detection (MAPD)

Given the observation of \( y \) in (2.4), the symbol-by-symbol based MAPD detects the \( l \)th user’s symbol via maximizing the posteriori probability as

\[
\hat{x}_l = \arg \max_{\tilde{x}_l \in S} \left\{ \sum_{\mathbf{x}_l \in S^{K-1}} P(\mathbf{x}_l, \tilde{x}_l) p(y|x_l, \tilde{x}_l) \right\}
\]

where \( p(x|a) \) is the conditional probability density function (PDF) of \( x \) given \( a \), \( P(a) \) is the a-priori probability of \( a \), while \( \mathbf{x}_l \) is a \((K-1)\)-element vector obtained from \( \mathbf{x} \) by removing the \( l \)th user’s symbol. Since the observations \( \{y_{un}\} \) are independent for given \((\mathbf{x}_l, \tilde{x}_l)\), (2.12) can be written in detail as

\[
\hat{x}_l = \arg \max_{\tilde{x}_l \in S} \left\{ \sum_{\mathbf{x}_l' \in S^{\mid K_l \mid}} P(\mathbf{x}_l', \tilde{x}_l) \prod_{u=0}^{U-1} \prod_{n=0}^{N-1} p(y_{un}|\mathbf{x}_l', \tilde{x}_l) \right\}
\]

(2.13)

Let \( K_l \) be a set containing all the interfering users sharing at least one (non-zero) chip with user \( l \). Let furthermore \( \mathbf{x}_{[n]} \) be a \( d_c \)-length vector containing the symbols sent by the users sharing the \( n \)th chip of the spreading sequences. Then (2.13) can be further simplified to

\[
\hat{x}_l = \arg \max_{\tilde{x}_l \in S} \left\{ \sum_{\mathbf{x}_l' \in S^{\mid K_l \mid}} P(\mathbf{x}_l', \tilde{x}_l) \prod_{u=0}^{U-1} \prod_{n \in C_l} p(y_{un}|\mathbf{x}_{[n]}) \right\}
\]

(2.14)

where \( \mid K_l \mid \) is the cardinality of \( K_l \), and \( \mathbf{x}_l' \) is of \( \mid K_l \mid \)-length. In (2.14), when \( \mathbf{x}_{[n]} \) is given, the PDF of \( p(y_{un}|\mathbf{x}_{[n]}) \) can be expressed as

\[
p(y_{un}|\mathbf{x}_{[n]}) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{\|y_{un} - \sum_{k \in D_n} h_{kn}^{(u)} s_k c_{kn} \|^2}{2\sigma^2} \right)
\]

(2.15)

where we define \( D_n \) the set containing the indices of the users conveying information using the \( n \)th chip of the spreading codes.

(2.14) shows that the complexity of detecting user \( l \) is \( O(M^{\mid K_l \mid}) \). When regular sparse codes are employed, \( \mid K_l \mid \) is a constant, which is dependent on both \( d_x \) and \( d_c \), and is
usually much smaller than $K$. Hence, employing sparse codes for spreading is capable of reducing the detection complexity of MAPD. Furthermore, when the MAPD is implemented by an approximated algorithm, the detection complexity can be further reduced [10].

### 2.3.3 Message Passing Algorithm (MPA)-Aided Detection

![Figure 2.3: Factor graph representation of the SM-SCDMA system with the parameters of $U = 2$, $N = 6$, $K = 9$, and $d_x = 2$, $d_c = 3$.](image)

Similar to the classic LDPC codes [113], the input-output relationship in the proposed SM-SCDMA system can be described by a factor graph [10, 74], as shown in Fig. 2.3 for the parameters specified in the caption. In this factor graph, the $K$ symbols of the form $x_k = s_{k1}s_{k2}$ and sent by $K$ users are represented by $K$ variable nodes, while the $UN$ observations in $\mathbf{y}$ act as $N$ function (or check) nodes, with each having $U$ channel inputs provided by the $U$ RAs. As shown in the figure, users 1, 6 and 7 share the 0th function node, which has two observations obtained from the first and second RAs respectively. Hence, while these three users do interfere with each other on the 0th chip, information carried by the different chips activated by the three users can also be transferred from one chip to another via the 0th function node. By doing this, the overall detection performance of SM-SCDMA may be significantly improved. Below we detail the MPAD.

Let us define two sets as

$$
\mathcal{X}_j = \{i : 0 \leq i \leq N - 1, e_{j,i} \neq 0\}, \quad j = 1, 2, \ldots, K
$$

$$
\mathcal{C}_i = \{j : 1 \leq j \leq K, e_{j,i} \neq 0\}, \quad i = 0, 1, \ldots, N - 1
$$

(2.16)

where we have $|\mathcal{X}_j| = d_x$, representing the $d_x$ connections with the variable node $j$, and $|\mathcal{C}_i| = d_c$, giving the $d_c$ connections with the function node $i$.

Let us explicitly express the symbol set as $\mathcal{X} = \{a_0, a_1, \ldots, a_{M-1}\}$, where $M = M_1M_2$.

Let the probability $\eta_{j,i}^{a,m,t}$ be a message sent from the variable node $x_j$ to the function node $f_i$ (corresponding to the $i$th chip of the spreading sequences) during the $t$th iteration. Note that here $\eta_{j,i}^{a,m,t}$ is the probability that we have $x_j = a_m$, given all the messages received by $x_j$ from all of its neighboring function nodes, excluding $f_i$. Similarly, let the probability $\xi_{i,j}^{a,m,t}$ represent a message sent from the function node $i$ to the variable node $j$.
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$j$ during the $t$th iteration. Explicitly, this is the probability that $x_j = a_m$, given the specific messages received by $f_i$ from all its neighboring variable nodes, excluding $x_j$. Then, following [114,115] and with the aid of Fig. 2.3, the MPAD can be described as follows.

Initially, we set $\eta_{i,j}^{a_m,(0)} = 1/M$ for all $a_m \in X$ and for any specific $(j,i)$ pairs, where $j \in X_j$ and $i \in C_i$. Then, during the $t$th, $t \geq 0$, iteration, the probability $\delta_{i,j}^{a_m,t}$ can be computed as

$$\delta_{i,j}^{a_m,t} = \sum_{x[i] \in X^{d_v-1},x_j = a_m} \left( \prod_{x_v \in x[i]\setminus x_j} \eta_{x_v}^{a_m,t} \right) \prod_{u=0}^{U-1} p(y_{ui}|x[i],x_j = a_m), m = 0, \ldots, M - 1$$

(2.17)

for $i \in C_i$ and $j \in X_j$, where $\prod_{x_v \in x[i]\setminus x_j} \eta_{x_v}^{a_m,t}$ is the a-priori probability of a given $x[i]$ with $x_j = a_m$, while $p(y_{ui}|x[i],x_j = a_m)$ is given by (2.15).

Then, during the $(t+1)$st iteration, the values $\delta_{i,j}^{a_m,t}$ for $i \in C_i$ and $j \in X_j$ are used to compute $\eta_{j,i}^{a_m,(n+1)}$ for $j \in X_j$ and $i \in C_i$, using the formula of

$$\eta_{j,i}^{a_m,(n+1)} = \xi_{j,i} \prod_{v \in X_j \setminus i} \delta_{v,j}^{a_m,t}, m = 0, 1, \ldots, M - 1$$

(2.18)

where $\xi_{j,i}$ is applied to make $\sum_{m=0}^{M-1} \eta_{j,i}^{a_m,(n+1)} = 1$.

Finally, when the affordable number of iterations is exhausted, the data symbols sent from the $K$ users are detected as

$$x_j = \arg \max_{a_m} \prod_{v \in X_j} \delta_{v,j}^{a_m,t}, k = 1, 2, \ldots, K$$

(2.19)

The complexity of the MPAD is dependent on the number of users sharing a chip. When regular sparse codes are used, the complexity per user can be shown to be $O(M^{d_x})$ [115]. Hence, provided that $d_x,d_c \geq 2$, the MPAD has a lower complexity than the MAPD considered in Section 2.3.2, which has the complexity of $O(M^{d_x(d_c-1)})$ per user for regular sparse codes.

### 2.4 Performance Analysis

This section contributes to the error performance analysis of SM-SCDMA systems. We first analyze the single-user BER performance, which is the lower-bound BER of SM-SCDMA systems. Then, based on the single-user BER, we derive formulas for approximating the BER of SM-SCDMA systems supporting $K$ users.
2.4.1 Analysis of Single-User Average BER

When the SM-SCDMA system supports only a single user, the MLD of (2.7) becomes

\[ \hat{x} = \arg \max_{x \in S} \left\{ \mathbb{R}\{\tilde{s}_2^H (I_U \otimes c_k)^H y \} - \frac{1}{2} \|h_{\hat{s}_1} \tilde{s}_2\|^2 \right\} \]  \hspace{1cm} (2.20)

where the index \( k \) (except \( c_k \)) is dropped for notational convenience. A detection error occurs, when \( \hat{x} \neq x \), which resulted from the event that there is at least one \( \hat{x} \neq x \), yielding

\[ \mathbb{R}\{\tilde{s}_2^H (I_U \otimes c_k)^H y \} - \frac{1}{2} \|h_{\hat{s}_1} \tilde{s}_2\|^2 > \mathbb{R}\{s_2^H (I_U \otimes c_k)^H y \} - \frac{1}{2} \|h_s \tilde{s}_2\|^2 \]  \hspace{1cm} (2.21)

Let us arrange (2.21) as

\[ \mathbb{R}\{(h_{\hat{s}_1} \tilde{s}_2 - h_s \tilde{s}_2)^H (I_U \otimes c_k)^H y \} > \frac{1}{2} (\|h_{\hat{s}_1} \tilde{s}_2\|^2 - \|h_s \tilde{s}_2\|^2) \]  \hspace{1cm} (2.22)

Then, upon substituting \( y \) from (2.4) for \( K = 1 \) into (2.22), we obtain

\[ \mathbb{R}\{(h_{\hat{s}_1} \tilde{s}_2 - h_s \tilde{s}_2)^H n' \} > \frac{1}{2} (\|h_{\hat{s}_1} \tilde{s}_2 - h_s \tilde{s}_2\|^2) \]  \hspace{1cm} (2.23)

where \( n' = (I_U \otimes c)^H n \), which obeys the PDF of \( \mathcal{CN}(0, 2\sigma^2 I_U) \). Hence, the probability that the transmitted symbol \( x \) is detected as \( \tilde{x} \), which is usually referred to as the pairwise error probability (PEP), is given by

\[ P_{EP}(x \rightarrow \tilde{x}) = E_H \left[ Q \left( \sqrt{\frac{1}{4\sigma^2}} \|h_{\hat{s}_1} \tilde{s}_2 - h_s \tilde{s}_2\|^2 \right) \right] = E_H \left[ Q \left( \sqrt{\frac{7\sigma^2}{2}} \|h_{\hat{s}_1} \tilde{s}_2 - h_s \tilde{s}_2\|^2 \right) \right] \]  \hspace{1cm} (2.24)

where \( Q(x) \) is the Gaussian Q-function defined as \( Q(x) = (2\pi)^{-1/2} \int_x^\infty e^{-t^2/2} dt \), and \( E_H [\cdot] \) denotes the expectation with respect to the MIMO channel \( H \) between the user and the BS.

As shown in [116, 117], the average bit error rate (ABER) of SM schemes may be approximately evaluated from the union-bound expressed as

\[ \bar{P}_{bS} \leq \frac{1}{M_1 M_2 b} \sum_{m_1=0}^{M_1-1} \sum_{m_2=0}^{M_2-1} \sum_{\hat{m}_1=0}^{\hat{m}_2} \sum_{\hat{m}_2=0}^{\hat{m}_2} D \left( \hat{b}_1^{(m_1)}, \hat{b}_2^{(m_2)} \right) D \left( \hat{b}_1^{(\hat{m}_1)}, \hat{b}_2^{(\hat{m}_2)} \right) P_{EP} \left( s_1^{(m_1)} | s_2^{(m_2)} \rightarrow \hat{s}_1^{(\hat{m}_1)} | \hat{s}_2^{(\hat{m}_2)} \right) \]  \hspace{1cm} (2.25)
where \( D(\cdot, \cdot) \) is the Hamming distance between the two binary entries, and \( b_i^{(m)}, s_i^{(m)} \) represent the \( m \)th realizations in bits and symbols. Furthermore, in [116], the closed-form formulas for the PEP of (2.24) have been derived in the context of different fading channels. Specifically, in this chapter, we are only interested in the iid Rayleigh fading channels. In this case, following the analysis in [116], \( P_{EP}(x \to \tilde{x}) \) can be analyzed by dividing it into the following three cases:

1. (\( M_1 \)SSK-Error-Only): \( P_{EP}(x \to \tilde{x}) = P_{EP}(s_1|s_2 \to \tilde{s}_1|s_2) \);
2. (\( M_2 \)APM-Error-Only): \( P_{EP}(x \to \tilde{x}) = P_{EP}(s_1|s_2 \to s_1|\tilde{s}_2) \);
3. (Both \( M_1 \)SSK and \( M_2 \)APM in Error): \( P_{EP}(x \to \tilde{x}) = P_{EP}(s_1|s_2 \to \tilde{s}_1|\tilde{s}_2) \).

Upon invoking the alternative representation for the \( Q \)-function [118], these probabilities can be explicitly expressed as

\[
P_{EP}(s_1|s_2 \to \tilde{s}_1|s_2) = \frac{1}{\pi} \int_0^{\pi/2} \left( \frac{2 \sin^2 \theta}{2 \sin^2 \theta + \gamma_0 |s_2|^2} \right)^U d\theta \tag{2.26a}
\]

\[
P_{EP}(s_1|s_2 \to s_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi/2} \left( \frac{4 \sin^2 \theta}{4 \sin^2 \theta + \gamma_0 |\tilde{s}_2 - s_2|^2} \right)^U d\theta \tag{2.26b}
\]

\[
P_{EP}(s_1|s_2 \to \tilde{s}_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi/2} \left( \frac{4 \sin^2 \theta}{4 \sin^2 \theta + \gamma_0 (|\tilde{s}_2|^2 + |s_2|^2)} \right)^U d\theta \tag{2.26c}
\]

Equations (2.26a)-(2.26c) show that the fading channel effects have been averaged out in the PEP. This means that the computation of (2.25) does not need to consider the specific \( M_1 \)SSK symbols, only the \( M_2 \)APM symbols need to be considered. Therefore, (2.25) can be simplified to [116]

\[
\hat{P}_b \leq \frac{M_1 b_1}{2 M_2 b} \sum_{m_2=0}^{M_2-1} P_{EP}(s_1|s_2^{(m_2)} \to \tilde{s}_1|s_2^{(m_2)}) \tag{2.27a}
\]

\[
+ \frac{1}{M_2 b} \sum_{m_2=0}^{M_2-1} \sum_{m_2 \neq m_2}^{M_2-1} D\left(b_2^{(m_2)}, \tilde{b}_2^{(\tilde{m}_2)} \right) P_{EP}(s_1|s_2^{(m_2)} \to s_1|\tilde{s}_2^{(\tilde{m}_2)} \tag{2.27b}
\]

\[
+ \frac{1}{M_2 b} \sum_{m_2=0}^{M_2-1} \sum_{m_2 \neq m_2}^{M_2-1} \left[ \frac{b_1 M_1}{2} + (M_1 - 1) D\left(b_2^{(m_2)}, \tilde{b}_2^{(\tilde{m}_2)} \right) \right]
\]

\[
P_{EP}\left(s_1^{(m_1)}|s_2^{(m_2)} \to \tilde{s}_1^{(\tilde{m}_1)}|\tilde{s}_2^{(\tilde{m}_2)} \right) \tag{2.27c}
\]

where the first and third terms at the right-hand side are obtained by exploiting the fact that the average number of erroneous bits between a pair of \( (b_1, \tilde{b}_1) \) is \( b_1 M_1/[2(M_1 - 1)] \). Furthermore, in \( P_{EP}(\cdot) \), \( s_i \to \tilde{s}_i \) or \( s_i^{(m)} \to \tilde{s}_i^{(\tilde{m})} \) means that the error event corrupts the transmitted \( s_i \) (or \( s_i^{(m)} \)) into \( \tilde{s}_i \) (or \( \tilde{s}_i^{(\tilde{m})} \)).
Note first that if we assume that the $M_2$APM uses Gray coding [118], the ABER of the $M_2$APM is given by

$$\bar{P}_b(M_2\text{APM}) = \frac{1}{M_2 b_1} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_2 \neq m_2} D(b_2^{(m_2)}, \tilde{b}_2^{(\tilde{m}_2)}) P_{EP}(s_2 | s_2^{(m_2)} \rightarrow s_1 | s_2^{(\tilde{m}_2)})$$

$$= \bar{P}_s(M_2\text{APM})/b_1$$

(2.28)

where $\bar{P}_s(M_2\text{APM})$ represents the average symbol error probability of $M_2$APM. For different types of APMs, there are closed-form formulas to evaluate their ABER and average symbol error probability, which can be found in references, such as, [103,118,119]. Hence, we can use the existing formulas for $\bar{P}_b(M_2\text{APM})$ as well as $\bar{P}_s(M_2\text{APM})$, and evaluate (2.27b) as $b_1 \bar{P}_b(M_2\text{APM})/b$ or $\bar{P}_s(M_2\text{APM})/b$.

Note secondly that, since $U$ in (2.26) is an integer, according to (64) of [120] or (5A.4b) of [118], the PEPs in (2.26a) - (2.26c) can be expressed in closed form as

$$P_{EP}(x \rightarrow \tilde{x}) = \left(1 - \frac{\mu}{2}\right) U \sum_{u=0}^{U-1} \left(\frac{U}{u}\right) \left(\frac{1 + \mu}{2}\right)^u$$

(2.29)

where $\mu$ corresponding to (2.26a), (2.26b) and (2.26c) is respectively defined as

$$\mu = \begin{cases} \sqrt{\frac{\gamma_0 |s_2|^2}{\gamma_0 |s_2|^2 + 2}}, & \text{if (2.26a) for Case (a)} \\ \sqrt{\frac{\gamma_0 |s_2 - s_2'|^2}{\gamma_0 |s_2 - s_2'|^2 + 4}}, & \text{if (2.26b) for Case (b)} \\ \sqrt{\frac{\gamma_0 (|s_2|^2 + |s_2'|^2)}{\gamma_0 (|s_2|^2 + |s_2'|^2) + 4}}, & \text{if (2.26c) for Case (c)} \end{cases}$$

(2.30)

The PEPs can be readily computed with the aid of (2.29).

Equation (2.27) gives a bound for the ABER or the approximate ABER (if the SNR is sufficiently high) of the single-user SM-SCDMA system, without informing us whether the error is dominated by the $M_1$SSK or the $M_2$APM. This information is sometimes important in design. For example, if a designer knows that one is more reliable than the other one, the two modulation schemes can be used for unequal protection of multimedia information. Another consideration in the design is that the appropriate $M_1$SSK and $M_2$APM may be chosen so that both the modulation schemes give a similar ABER. This is because the overall ABER is always dominated by the less reliable one. In this case, the reliability of the more reliable one may be slightly reduced by transmitting at a higher rate, without unduly increasing the overall ABER.
Similar to the derivation of (2.25) [118], the ABER of the $M_1$SSK and that of the $M_2$APM have the following union-bounds:

$$
P_{bs}(M_1SSK) \leq \frac{1}{M_1b_1} \sum_{m_1=0}^{M_1-1} \sum_{m_2=0}^{M_2-1} \sum_{\bar{m}_1=0}^{M_1-1} \sum_{\bar{m}_2=0}^{M_2-1} D(b_1^{(m_1)}, \tilde{b}_1^{(\bar{m}_1)}) P_{EP}\left(s_1^{(m_1)}|s_2^{(m_2)} \rightarrow \tilde{s}_1^{(\bar{m}_1)}|\tilde{s}_2^{(\bar{m}_2)}\right)$$

(2.31)

$$
P_{bs}(M_2APM) \leq \frac{1}{M_2b_2} \sum_{m_1=0}^{M_1-1} \sum_{m_2=0}^{M_2-1} \sum_{\bar{m}_1=0}^{M_1-1} \sum_{\bar{m}_2=0}^{M_2-1} D(b_2^{(m_2)}, \tilde{b}_2^{(\bar{m}_2)}) P_{EP}\left(s_1^{(m_1)}|s_2^{(m_2)} \rightarrow \tilde{s}_1^{(\bar{m}_1)}|\tilde{s}_2^{(\bar{m}_2)}\right)$$

(2.32)

Again, considering that the PEPs shown in (2.26a) - (2.26c) for the three cases are not dependent on the fading channels, (2.31) and (2.32) can be simplified to the formulas of

$$
P_{bs}(M_1SSK) \leq \frac{M_1}{2} \sum_{m_2=0}^{M_2-1} P_{EP}\left(s_1^{(m_2)} \rightarrow \tilde{s}_1^{(m_2)}|s_2^{(m_2)}\right)$$

$$+ \frac{M_1}{2} \sum_{m_2=0}^{M_2-1} \sum_{\bar{m}_2 \neq m_2} P_{EP}\left(s_1^{(m_2)} \rightarrow \tilde{s}_1^{(\bar{m}_2)}|s_2^{(\bar{m}_2)}\right)$$

(2.33)

$$
P_{bs}(M_2APM) \leq \frac{M_1}{M_2b_2} \sum_{m_2=0}^{M_2-1} \sum_{\bar{m}_2 \neq m_2} D(b_2^{(m_2)}, \tilde{b}_2^{(\bar{m}_2)}) P_{EP}\left(s_1^{(m_2)}|s_2^{(m_2)} \rightarrow \tilde{s}_1^{(\bar{m}_2)}|\tilde{s}_2^{(\bar{m}_2)}\right)$$

$$+ \frac{M_1(M_1-1)}{M_2b_2} \sum_{m_2=0}^{M_2-1} \sum_{\bar{m}_2 \neq m_2} D(b_2^{(m_2)}, \tilde{b}_2^{(\bar{m}_2)}) P_{EP}\left(s_1^{(m_2)}|s_2^{(m_2)} \rightarrow \tilde{s}_1^{(\bar{m}_2)}|\tilde{s}_2^{(\bar{m}_2)}\right)$$

(2.34)

In (2.33) and (2.34), the PEPs are respectively given in (2.26a) - (2.26c), which can be computed using (2.29) associated with (2.30).

### 2.4.2 Analysis of Approximate BER

In this section, we analyze the ABER of SM-SCDMA systems with MLD. In practice we are usually interested in the performance of an uncoded system at the specific ABER of about $10^{-3}$, which can be readily corrected by FEC codes. For this ABER or a lower ABER, we can realize that the probability of two or more users being simultaneously in error at the same transmission instant should be negligible, provided that the number of (active) users is significantly smaller than $1/\text{ABER}$. Hence, in order to make the analysis tractable, we assume that there is at most one user among the $(K-1)$ interfering users that may be in error.

Before we start analyzing the ABER of SM-SCDMA systems, we can readily obtain from (2.25) and (2.26a) - (2.26c) that the average symbol error rate (ASER) of the single-user
SM-SCDMA system is bounded as

$$P_{\text{as}} \leq \frac{1}{M_1 M_2} \sum_{m_1=0}^{M_1-1} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_1=0}^{M_1-1} \sum_{\tilde{m}_2=0}^{M_2-1} P_{\text{EP}} \left( s_1^{(m_1)} | s_2^{(m_2)} \rightarrow \tilde{s}_1^{(\tilde{m}_1)} | \tilde{s}_2^{(\tilde{m}_2)} \right)$$

$$= \frac{M_1 - 1}{M_2} \sum_{m_2=0}^{M_2-1} P_{\text{EP}} \left( s_1 | s_2^{(m_2)} \rightarrow \tilde{s}_1 | \tilde{s}_2^{(m_2)} \right) + \frac{M_1 - 1}{M_2} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_2 \neq m_2} P_{\text{EP}} \left( s_1 | s_2^{(m_2)} \rightarrow \tilde{s}_1 | \tilde{s}_2^{(\tilde{m}_2)} \right)$$

$$+ \frac{M_1 - 1}{M_2} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_2 \neq m_2} P_{\text{EP}} \left( s_1 | \tilde{s}_2^{(m_2)} \rightarrow \tilde{s}_1 | \tilde{s}_2^{(\tilde{m}_2)} \right) \quad (2.35)$$

This probability will be used later for computing the ABER of the SM-SCDMA systems.

Let us now assume that there is a desired user indexed in the same way as in Section 2.4.1. Then, provided that all the \((K - 1)\) interfering users are correctly detected, the ABER of the reference user is the same as (2.27).

By contrast, when an interfering user indexed as \('k'\), which can be any of the \((K - 1)\) interfering users, is in error, we have the pairwise erroneous event of

$$\| y - (I_U \otimes c)h_{s_1} \tilde{s}_2 - (I_U \otimes c_k)h_{s_{k_1}} \tilde{s}_{k_2} \|^2 < \| y - (I_U \otimes c)h_{s_1} s_2 - (I_U \otimes c_k)h_{s_{k_1}} s_{k_2} \|^2$$

from which we can derive the PEP, given as

$$P_{\text{EP}}^{(i)}(x, x_k \rightarrow \tilde{x}, \tilde{x}_k) = \text{E}_{H} \left[ Q \left( \sqrt{\frac{1}{\gamma_{u}^{(i)}}} \right) \right] \quad (2.37)$$

where \(x, \tilde{x}, x_k\) and \(\tilde{x}_k\) represent respectively \(s_1 | s_2, \tilde{s}_1 | \tilde{s}_2, s_{k_1} | s_{k_2}\) and \(\tilde{s}_{k_1} | \tilde{s}_{k_2}\), while

$$\gamma_{u}^{(i)} = \gamma_0 \| ch_{s_{k_1}} s_{k_2} - c_k h_{s_{k_1}} s_{k_2} \|^2 / 4 = \gamma_0 \alpha / 4 \quad (2.38)$$

where a superscript \(i\) is added to distinguish the different cases to be considered later.

When expressing the realizations of \(x, \tilde{x}, x_k, \tilde{x}_k\) as \(s_1^{(m_1)} | s_2^{(m_2)} \), \(\tilde{s}_1^{(\tilde{m}_1)} | \tilde{s}_2^{(\tilde{m}_2)} \), \(s_{k_1}^{(m_{k_1})} | s_{k_2}^{(m_{k_2})}\), \(\tilde{s}_{k_1}^{(\tilde{m}_{k_1})} | \tilde{s}_{k_2}^{(\tilde{m}_{k_2})}\), similar to (2.25), we can represent the ABER of the SM-SCDMA system under the condition of a given interfering user \(k\) being incorrectly detected as

$$\bar{P}_{\text{BM}}(k) \approx \frac{1}{M_1 M_2 b} \sum_{m_1=0}^{M_1-1} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_1=0}^{M_1-1} \sum_{\tilde{m}_2=0}^{M_2-1} D \left( b_1^{(m_1)} | b_2^{(m_2)} \right) \left( \tilde{b}_1^{(\tilde{m}_1)} | \tilde{b}_2^{(\tilde{m}_2)} \right) \right)$$

$$\times P_{\text{EP}} \left( s_1^{(m_1)} | s_2^{(m_2)} \rightarrow s_{k_1}^{(m_{k_1})} s_{k_2}^{(m_{k_2})} \rightarrow s_1^{(\tilde{m}_1)} | \tilde{s}_2^{(\tilde{m}_2)} \rightarrow s_{k_1}^{(\tilde{m}_{k_1})} \tilde{s}_{k_2}^{(\tilde{m}_{k_2})} \right) \quad (2.39)$$

where we simply use \(\approx\) to replace \(<\), since certain assumptions resulting in approximation are invoked, as noted at the beginning of this section. In order to evaluate (2.39),
we have to consider the following nine cases:

1. \( P_{EP}^{(1)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, \bar{s}_{k1}|s_{k2}): \gamma_u^{(1)} = \gamma_0||c(h_{s_1}^{(u)} - h_{s_1}^{(u)}) s_2 + c_k(h_{s_k1}^{(u)} - h_{s_k1}^{(u)}) s_{k2}||^2/4 \)

2. \( P_{EP}^{(2)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, \bar{s}_{k1}|s_{k2}): \gamma_u^{(2)} = \gamma_0||c(h_{s_1}^{(u)} \bar{s}_2 - s_2) + c_k(h_{s_k1}^{(u)} - h_{s_k1}^{(u)}) s_{k2}||^2/4 \)

3. \( P_{EP}^{(3)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, \bar{s}_{k1}|s_{k2}): \gamma_u^{(3)} = \gamma_0||c(h_{s_1}^{(u)} \bar{s}_2 - h_{s_1}^{(u)} s_2) + c_k(h_{s_k1}^{(u)} - h_{s_k1}^{(u)}) s_{k2}||^2/4 \)

4. \( P_{EP}^{(4)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, s_{k1}|s_{k2}): \gamma_u^{(4)} = \gamma_0||c(h_{s_1}^{(u)} - h_{s_1}^{(u)}) s_2 + c_k h_{s_k1}^{(u)} (\bar{s}_k2 - s_{k2})||^2/4 \)

5. \( P_{EP}^{(5)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, s_{k1}|s_{k2}): \gamma_u^{(5)} = \gamma_0||c h_{s_1}^{(u)} (\bar{s}_2 - s_2) + c_k h_{s_k1}^{(u)} (\bar{s}_k2 - s_{k2})||^2/4 \)

6. \( P_{EP}^{(6)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, s_{k1}|s_{k2}): \gamma_u^{(6)} = \gamma_0||c h_{s_1}^{(u)} \bar{s}_2 - h_{s_1}^{(u)} s_2 + c_k h_{s_k1}^{(u)} (\bar{s}_k2 - s_{k2})||^2/4 \)

7. \( P_{EP}^{(7)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, s_{k1}|s_{k2}): \gamma_u^{(7)} = \gamma_0||c h_{s_1}^{(u)} - h_{s_1}^{(u)} s_2 + c_k (h_{s_k1}^{(u)} s_{k2} - h_{s_k1}^{(u)} s_{k2})||^2/4 \)

8. \( P_{EP}^{(8)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, s_{k1}|s_{k2}): \gamma_u^{(8)} = \gamma_0||c h_{s_1}^{(u)} (\bar{s}_2 - s_2) + c_k h_{s_k1}^{(u)} (\bar{s}_k2 - h_{s_k1}^{(u)} s_{k2})||^2/4 \)

9. \( P_{EP}^{(9)}(s_1|s_2, s_{k1}|s_{k2} \rightarrow 1|s_{2}, s_{k1}|s_{k2}): \gamma_u^{(9)} = \gamma_0||c h_{s_1}^{(u)} \bar{s}_2 - h_{s_1}^{(u)} s_2 + c_k (h_{s_k1}^{(u)} \bar{s}_k2 - h_{s_k1}^{(u)} s_{k2})||^2/4 \)

In the above expression, the indices of \( m_i \) or \( \bar{m}_i \) are removed for notational simplicity. The same notational simplifications are used in our forthcoming discourse, whenever there is no confusion. Furthermore, in the case of, such as PEP, which is independent of the specific index, such as a specific TA, there is also no index for \( m_i \) or \( \bar{m}_i \).

As seen in (2.38) or the above formulas corresponding to the nine cases, the instantaneous SNR \( \gamma_u^{(i)} \) is a function of the linear combination of 2-to-4 independent Gaussian random variables \( h_{s_1}^{(u)}, h_{s_1}^{(u)}, h_{s_k1}^{(u)} \) and/or \( h_{s_k1}^{(u)} \). Hence, for given \( c, c_k, s_2, \bar{s}_2, s_{k2} \) and \( \bar{s}_{k2} \), the SNR \( \gamma_u^{(i)} \) obeys the Gamma distribution with the PDF expressed in the form of [103, 118]

\[
f_{\gamma_u^{(i)}}(x) = \frac{1}{\Gamma(\beta_i)} \left( \frac{\beta_i}{\gamma_i} \right)^{\beta_i} x^{\beta_i - 1} \exp \left( -\frac{\beta_i x}{\gamma_i} \right), \quad 0 \leq x < \infty \tag{2.40}\]

where the average SNR \( \bar{\gamma}_i \) and the shaping parameter \( \beta_i \) are determined by the first and second order moments of \( \gamma_u^{(i)} \), given by

\[
\bar{\gamma}_i = E[\gamma_u^{(i)}], \quad \beta_i = \frac{\bar{\gamma}_i^2}{E[(\gamma_u^{(i)})^2] - \bar{\gamma}_i^2} \tag{2.41}
\]

In order to compute \( \bar{\gamma}_i \) and \( \beta_i \) with respect to the different cases, we need the second and fourth order moments of complex Gaussian random variables. Let us assume that \( X = a + jb \), where both \( a \) and \( b \) are Gaussian distributed with zero mean and a variance
of $\sigma^2$. Then, we have $E[X^2] = 2\sigma^2$ and $E[X^4] = 8\sigma^2$. With these results in mind, we can readily derive $\gamma_i$ and $\beta_i$ for the nine cases, which are expressed respectively as

$$\gamma_1 = \gamma_0(|s_2|^2 + |s_{k2}|^2)/2,$$

$$\beta_1 = \frac{|s_2|^2 + |s_{k2}|^2}{(|s_2|^2 + |s_{k2}|^2)^2};$$

$$\gamma_2 = \gamma_0(|s_2 - s_{k2}|^2 + 2\beta_k|^2|s_2|s_{k2}|^2)/4,$$

$$\beta_2 = \frac{|s_2 - s_{k2}|^2 + 2|s_{k2}|^2}{(|s_2 - s_{k2}|^2 + 2|s_{k2}|^2)^2};$$

$$\gamma_3 = \gamma_0(|s_2|^2 + |s_{k2}|^2 + 2|s_{k2}|^2)/4,$$

$$\beta_3 = \frac{|s_2|^2 + |s_{k2}|^2 + 2|s_{k2}|^2}{(|s_2|^2 + |s_{k2}|^2 + 2|s_{k2}|^2)^2};$$

$$\gamma_4 = \gamma_0(2|s_2|^2 + |s_{k2} - s_{k2}|^2)/4,$$

$$\beta_4 = \frac{2|s_2|^2 + |s_{k2} - s_{k2}|^2}{4|s_2|^4 + |s_{k2} - s_{k2}|^4 + 4|\beta_k|^2|s_2|^2|s_{k2} - s_{k2}|};$$

$$\gamma_5 = \gamma_0(|s_2 - s_{k2}|^2 + |s_{k2} - s_{k2}|^2)/4,$$

$$\beta_5 = \frac{|s_2 - s_{k2}|^2 + |s_{k2} - s_{k2}|^2}{(|s_2 - s_{k2}|^2 + |s_{k2} - s_{k2}|^2)^2};$$

$$\gamma_6 = \gamma_0(|\tilde{s}_2|^2 + |s_{k2} - s_{k2}|^2)/4,$$

$$\beta_6 = \frac{|s_2|^2 + |s_{k2} - s_{k2}|^2 + |s_{k2} - s_{k2}|^2}{(|s_2|^2 + |s_{k2} - s_{k2}|^2 + |s_{k2} - s_{k2}|^2)^2};$$

$$\gamma_7 = \gamma_0(2|s_2|^2 + |s_{k2}|^2 + |s_{k2}|^2)/4,$$

$$\beta_7 = \frac{2|s_2|^2 + |s_{k2}|^2 + |s_{k2}|^2}{4|s_2|^4 + (|s_{k2}|^2 + |s_{k2}|^2)^2 + 4|\beta_k|^2|s_2|^2(|s_{k2}|^2 + |s_{k2}|^2)};$$

$$\gamma_8 = \gamma_0(|s_2 - s_{k2}|^2 + |s_{k2}|^2 + |s_{k2}|^2)/4,$$

$$\beta_8 = \frac{|s_2 - s_{k2}|^2 + |s_{k2}|^2 + |s_{k2}|^2}{(|s_2 - s_{k2}|^2 + |s_{k2}|^2 + |s_{k2}|^2)^2};$$

$$\gamma_9 = \gamma_0(|s_2|^2 + |s_{k2}|^2 + |s_{k2}|^2 + |s_{k2}|^2)/4,$$

$$\beta_9 = \frac{|s_2|^2 + |s_{k2}|^2 + |s_{k2}|^2 + |s_{k2}|^2}{(|s_2|^2 + |s_{k2}|^2 + |s_{k2}|^2 + |s_{k2}|^2)^2};$$

In the above equations, $\rho_k = c^H c_k$ is the cross-correlation between $c$ and $c_k$. From $\gamma_i$ and $\beta_i$ shown in (2.42a) - (2.43d), it is not hard for us to infer the following observations:

- In the formulas (2.42a) - (2.43d), when we set $|\tilde{s}_{k2}|^2 = 0$ and $|s_{k2}|^2 = 0$, we always obtain $\beta_i = 1$ for $i = 1, \ldots, 9$. Correspondingly, the nine cases are reduced to the three cases, which we considered earlier in Section 2.4.1 for the single-user scenario or that all the $(K - 1)$ interfering users are correctly detected.
• $\bar{\gamma}_i$ is always increased due to the error event of a second user, meaning that having two users simultaneously in error is rare compared to having a single user in error in a SM-SCDMA system.

• As $0 \leq |\rho_k| < 1$, we can find $1 < \beta_i \leq 2$ for all the nine cases. Since a higher $\beta_i$ value results in a lower error probability, as seen in [103, 118] and below, again, this explains that the probability of two users being simultaneously in error is lower than that of only one user being in error.

• When the erroneous user $k$ does not share any chips with the reference user, we then have $\rho_k = 0$. Consequently, the value of $\beta_i$ becomes higher than that of the case, where the erroneous user $k$ and the reference user share some chips for transmission. Therefore, an interfering user not sharing chips with the reference user imposes a lower impact on the error probability of the reference user than an interfering user sharing some chips with the reference user.

Having obtained $\bar{\gamma}_i$ and $\beta_i$ for the different cases, the corresponding PEPs can be obtained via averaging (2.37) using (2.40), yielding [103, 118]

$$P^{(i)}_{EP}(x, x_k \rightarrow \tilde{x}, \tilde{x}_k) = \frac{1}{\pi} \int_0^{\pi/2} \left( \frac{\beta_i \sin^2 \theta}{\beta_i \sin^2 \theta + \bar{\gamma}_i} \right)^{\beta_i U} d\theta, \ i = 1, \ldots, 9$$

(2.44)

which, according to [103, 118, 120, 121], can be represented in a closed-form as

$$P^{(i)}_{EP}(x, x_k \rightarrow \tilde{x}, \tilde{x}_k) = \frac{\Gamma(\beta_i U + 1/2)}{2\sqrt{\pi} \Gamma(\beta_i U + 1)} \sqrt{\frac{\bar{\gamma}_i}{\beta_i + \bar{\gamma}_i}} \left( \frac{\beta_i}{\beta_i + \bar{\gamma}_i} \right)^{\beta_i U} \times \ _2F_1 \left( 1, \beta_i U + 1/2; \beta_i U + 1; \frac{\beta_i}{\beta_i + \bar{\gamma}_i} \right), \ i = 1, \ldots, 9$$

(2.45)

where $\ _2F_1 (a, b; c; z)$ is the hypergeometric function defined as [122] $\ _2F_1 (a, b; c; z) = \sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k k!} z^k$ and $(a)_k = a(a + 1) \cdots (a + k - 1)$, $(a)_0 = 1$.

Below we provide the expressions for computing the approximate error probabilities in some special cases of practical interest.

First, for the ABER of the SM-SCDMA systems supporting $K$ users (one reference user plus $(K-1)$ interfering users), we assume that there is at most one interfering user in error. This assumption is reasonable due to the fact that when the SNR is sufficiently high, the probability of having two or more users simultaneously detected in error in addition to the reference user is negligible. For example, let us assume that the error rate of a user is about $10^{-3}$, which is the error rate of interest in practice. Then, when an optimum detector is employed, the average number of users erroneously detected during a channel use is about $K \times 10^{-3}$, provided that $K$ is comparable to the total number of chips used by the SM-SCDMA system. However, we should note that when there are two or more users simultaneously detected in error, the erroneous events of
these users generate some correlation, as implied by (2.42a) - (2.43d). Nevertheless, this correlation should not significantly affect the average number of erroneous users, because the probability of having two or more users simultaneously in error is insignifcant, in comparison to that of having only one user in error. Based on the above assumption and (2.35), the ABER of the SM-SCDMA systems can be expressed as

$$
P_{bM} \approx (1 - P_{sS})K^{-1}P_{bS} + \left[1 - (1 - P_{sS})K^{-1}\right] \times \frac{1}{K - 1} \sum_{k=1}^{K-1} P_{bM}(k)$$

(2.46)

where $P_{bM}(k)$ is the ABER of the reference user when the $k$th interfering user is in error, which is given by (2.39). When taking into account our nine cases, we have

$$
P_{bM}(k) \approx \frac{M_1^2(M_1 - 1)b_1}{2M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1(M_1 - 1)}{M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} D \left( \tilde{b}_2^{(m_2)}, \tilde{b}_2^{(m_2)} \right)$$

$$\times P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1^2b_1}{2M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1^2(M_1 - 1)b_1}{2M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1(M_1 - 1)}{M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} D \left( \tilde{b}_2^{(m_2)}, \tilde{b}_2^{(m_2)} \right)$$

$$\times P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1^2b_1}{2M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1(M_1 - 1)}{M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} D \left( \tilde{b}_2^{(m_2)}, \tilde{b}_2^{(m_2)} \right)$$

$$\times P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1^2b_1}{2M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1(M_1 - 1)}{M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} D \left( \tilde{b}_2^{(m_2)}, \tilde{b}_2^{(m_2)} \right)$$

$$\times P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1^2b_1}{2M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

$$+ \frac{M_1(M_1 - 1)}{M_2b} \sum_{m_2=0}^{M_2-1} \sum_{m_2\neq m_2} \sum_{m_2k_2=0}^{M_2-1} \sum_{m_2k_2=0}^{M_2-1} D \left( \tilde{b}_2^{(m_2)}, \tilde{b}_2^{(m_2)} \right)$$

$$\times P_{EP} \left( s_1|s_2^{(m_2)}, s_{k1}|s_{k2}^{(m_2)} \rightarrow \tilde{s}_1|s_2^{(m_2)}, \tilde{s}_{k1}|s_{k2}^{(m_2)} \right)$$

(2.47)
Note that, in (2.47), all the PEPs are in the form of (2.44) or (2.45), with the corresponding $\bar{\gamma}_i$ and $\beta_i$ are respectively given in (2.42a) - (2.43d), which are determined by the specific symbols of $s_{2i}$, $s_{k2i}$, $s_{2k}$, $s_{k2}$ as well as $\rho_k$ of the cross-correlation between the sparse codes of the reference user and of the $k$th interfering user.

Secondly, in order to reduce the computations invoked, another ABER expression can be obtained by considering only the specific interfering users sharing at least one chip with the reference user. In this case, the ABER can be expressed as

$$P_{bM}^t \approx (1 - P_{sS})^{K-1}P_{bS} + [1 - (1 - P_{sS})^{K-1}] \times \frac{1}{K-1} \sum_{k \in \mathcal{K}} P_{bM}(k)$$

(2.48)

where $\mathcal{K} = \{k|\mathcal{C}_k \cap \mathcal{C} \neq \emptyset \ \forall k = 1, 2, \ldots, K - 1\}$, and $\emptyset$ is an empty set.

Thirdly, we are interested in the ABER of the reference user, when there is a single erroneous interfering user and this user does not share any chips with the reference user. This ABER can be formulated as

$$P_{IM} = P_{bM}(k)$$

(2.49)

where $k \notin \mathcal{K}$ can be any arbitrary user not in $\mathcal{K}$. Note that any $k \notin \mathcal{K}$ has the same impact on the reference user.

Finally, the ABER of the reference user on condition that there is only a single erroneous interfering user and this user shares some chips with the reference user can be expressed as

$$P_{IM}^t \approx \frac{1}{\sum_{k \in \mathcal{K}}} \sum_{k \in \mathcal{K}} P_{bM}(k)$$

(2.50)

where $\sum_{k \in \mathcal{K}}$ denotes the total number of the interfering users sharing some chips with the reference user. Note that when regular sparse codes are employed, implying that the number of chips shared between any interfering user in $\mathcal{K}$ with the reference user is the same, then the averaging operation in (2.50) is not required. Instead, we can compute $P_{IM}^t$ by considering a single interfering user randomly chosen from $\mathcal{K}$.

### 2.5 Performance Results

In this section, both the theoretical error probability bounds and the simulation results of SM-SCDMA systems are presented. Firstly, we propose a new 8QAM constellation, which is then considered in some of the other figures. Then, the performance of SM-SCDMA systems associated with various parameters are characterized, based on which we also find the valid range of our formulas derived. Finally, we study the performance
of relatively large-scale SM-SCDMA systems, which are impervious to numerical simulations. Note that the parameters used for generating the results of a specific figure are detailed associated with the figure.

Again, let us propose a new 8QAM constellation for our forthcoming investigation. In the literature, typically the three 8QAM constellations of Fig. 2.4(b)-(d) are considered, all of which facilitate Gray coding [123]. Specifically, the constellation of Fig. 2.4(b) is designed based on the classic square-16QAM. It has a peak-to-average ratio (PAR) of 1.8, and the minimum distance of $0.63\sqrt{E_0}$, where $E_0$ is the average phasor energy [123]. Here, we propose a new 8QAM constellation also designed based on square-16QAM, as shown in Fig. 2.4(a). It can be shown that this new constellation has the same PAR as that shown in Fig. 2.4(b), but a minimum distance of $0.88\sqrt{E_0}$. However, the Gray coding cannot be fully applied, as each 8QAM symbol has only three bits, but there are two points, namely, ‘000’ and ‘010’, each having four neighbors.

![Figure 2.4: Different constellations for 8QAM.](image)

The BER performance of the above four 8QAM constellations when communicating over Gaussian or Rayleigh fading channels is depicted in Fig. 2.5. Explicitly, in Gaussian

![Figure 2.5: BER performance of different 8QAM constellations over Gaussian channels.](image)
channels, the proposed 8QAM scheme marginally outperforms all the others 8QAM schemes, when the SNR is lower than about 10 dB, i.e. in the SNR range of interest. By contrast, when considering Rayleigh fading channels, the proposed 8QAM scheme slightly outperforms the others 8QAM schemes across the whole SNR region considered. Note that, as the proposed 8QAM constellation is embedded in the 16QAM constellation, it is beneficial for the implementation of adaptive modulation [124] in practice. Therefore, in our following results, we assume the constellation of Fig. 2.4(a), when 8QAM is employed.

Fig. 2.6 shows the BER performance of SM-SCDMA systems, when different number of modulation levels are assumed for the $M_1$SSK and $M_2$QAM. In this figure, we also compare the results obtained by simulations and those evaluated from the ABER bounds of (2.46) and (2.48). Furthermore, the single-user ABER bound of (2.27) is provided. Based on the results, we have the following observations. Firstly, when the throughput is increased either by increasing $M_1$ or $M_2$, the BER performance degrades. Secondly, when the SNR increases, the BER performance of SM-SCDMA system using $N=12$ chips to support $K=16$ users, which corresponds to a normalized user-load factor of $4/3$, converges to the single-user BER. Thirdly, the ABER bound evaluated by (2.46) and that evaluated by (2.48) are indistinguishable, which requires much less computation than (2.46). Furthermore, as expected, at the BER of about $10^{-3}$, the ABER bounds evaluated from (2.46) or (2.48) are close to the corresponding results obtained via simulations, and they become closer, as the SNR increases. Therefore, when the SNR is sufficiently high, resulting in a BER of about $10^{-3}$ or lower, the single user ABER bound of (2.27) and the ABER bound of (2.46) or (2.48) can be used to predict the achievable performance of SM-SCDMA systems.

**Figure 2.6:** ABER performance of SM-SCDMA systems for different number of modulation levels over Rayleigh fading channels.
In Fig. 2.6, we assumed $U = 1$. By contrast, we assume $U = 2$ in Fig. 2.7. The other parameters are the same for both figures. By comparing the results of these two figures, we can see that a significant performance improvement is available, when the number of RAs is increased from $U = 1$ to $U = 2$, which is an explicit benefit of the diversity gain and the power gain. Furthermore, similar to Fig. 2.6, the BER obtained via simulations lies between the single-user ABER bound of (2.27) and the ABER bound of (2.48) (or (2.46)). Therefore, we may use (2.27) and (2.48) to predict the BER performance of SM-SCDMA systems, or simply use (2.48), when the SNR is sufficiently high, resulting in a BER of $10^{-3}$ or lower.

In Section 2.4, we have considered the ABER $\bar{P}_{IM}$ of a reference user, when there is a single erroneous interfering user without overlapping with the reference user, which is expressed in (2.49). We have also considered the ABER $\bar{P}'_{IM}$ of a reference user, when there is a single erroneous interfering user sharing some chips with the reference user, which is expressed in (2.50). In Fig. 2.8, we compare these two conditional ABERs as well as $P_{bM}$ of (2.46). The results show that for a given SNR, $\bar{P}'_{IM}$ is much higher than $\bar{P}_{IM}$, implying that the ABER is dominated by those specific erroneous interfering users, which share some chips with the reference user. This also explain that in Figs. 2.6, $P_{bM}$ and $P'_{bM}$ are indistinguishable.

Fig. 2.9 depicts the performance of SM-SCDMA systems for the user-load factors of $K = 16$, 20 and 24, giving the normalized user-load factors of $4/3$, $5/3$ and 2. In addition to the observations from the previous figures, Fig. 2.9 shows that for the other parameters considered, the performance of the SCDMA systems only slightly degrades,
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Rayleigh fading channel, $N=12$, $K=16$, $d_x=3$, $U=1$

Figure 2.8: Comparison of the conditional ABER of $\bar{P}_{IM}$ and $\bar{P}'_{IM}$, and the ABER of $P_{bM}$ of SM-SCDMA systems.

Figure 2.9: ABER performance of SM-SCDMA systems for different user-loads.
as the number of users increases. This is the case, in particular when a SM-SCDMA system employs $U = 2$ RAs. As shown in Fig. 2.9, a relatively substantial performance drop is observed, when the normalized user-load factor is changed from $4/3$ to $5/3$. By contrast, there is only a marginal performance loss, when the normalized user-load factor is increased from $5/3$ to 2.

Again, SM-SCDMA systems rely on two types of modulation schemes, i.e. the SSK and QAM. While SSK belongs to the family of energy-efficient modulation schemes, QAM is a bandwidth-efficient modulation scheme [119]. Hence, when fixing the bandwidth, there should be a trade-off between the numbers of bits allocated to these two modulation schemes. Therefore, in Fig. 2.10, we demonstrate this trade-off, when assuming that the total number of bits per symbol is fixed to $5$. Explicitly, the combination of 8SSK and QPSK achieves the best error performance among the four possible combinations over the whole SNR region considered. Additionally, in Fig. 2.10 the proposed 8QAM shows slightly better ABER performance than the star 8QAM, when communicating over Rayleigh fading channels. This is also reflected in Fig. 2.10, where the proposed 8QAM scheme slightly outperforms the star 8QAM operating in Rayleigh fading channels over the whole SNR range considered.

So far, we have considered some relatively small SM-SCDMA systems with $N = 12$, so that we can use simulation results to validate our mathematical analysis and gain insights into the characteristics of the various expressions derived. Below we consider some relatively large-scale SM-SCDMA systems, whose performance is infeasible to study by Monte-Carlo simulations.
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Figure 2.11: ABER performance of SM-SCDMA systems for different user-loads.

Figure 2.12: ABER performance of SM-SCDMA systems for different user-loads.
In Figs. 2.11 and 2.12, we plot the approximated ABER evaluated from $P_{bM}'$ of (2.48) for $N = 128$ and 256, respectively. For both cases, we examine the performance, when the normalized user-load factors are respectively 1, 1.5 and 2. We can see from the results that the error performance curves of all the three loading factors are close to each other. From the results of Figs. 2.9, 2.11 and 2.12 we infer that when a SM-SCDMA system becomes larger in terms of $N$, it is capable of supporting a heavier user-load at a given error rate.

2.6 Chapter Summary and Conclusions

In this chapter, we have proposed a SM-SCDMA system, which supports high-user-load MA transmission at a low complexity by integrating the SM and code-domain NOMA concepts. The main conclusions of this chapter are summarized in Table 2.1. In order to show the potential of SM-SCDMA and to allow it to achieve low-complexity near-optimum detection at a low complexity, we have compared the detection complexity of the MLD, MAPD and MPAD, as shown in Table 2.1. Furthermore, we have analyzed the ABER of SM-SCDMA systems employing MLD. A range of expressions have been derived for estimating the ABER of SM-SCDMA systems operating in different situations. Finally, the performance of SM-SCDMA systems has been investigated based on both simulations and numerical evaluation of the expressions derived. The SNRs required for achieving a BER of $10^{-3}$ under different normalized user loads are summarized in Table 2.1 as well.

<table>
<thead>
<tr>
<th>System</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM-SCDMA system</td>
<td>$M_1 = M_2 = 4, U = 2, N = 12$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SNR at a BER of $10^{-3}$</th>
<th>$K = 16$</th>
<th>$K = 20$</th>
<th>$K = 24$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.8 dB</td>
<td>17.0 dB</td>
<td>18.0 dB</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity order</th>
<th>MLD</th>
<th>MAP</th>
<th>MPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity</td>
<td>$O(M^K)$</td>
<td>$O(M^{K+1})$</td>
<td>$O(M^{d_c(d_c-1)})$</td>
</tr>
</tbody>
</table>

Additionally, our studies and performance results also demonstrate that the SM-SCDMA is capable of supporting large-scale MA. The theoretical analysis of Section 2.4.2 can be directly applied to large-scale SM-SCDMA, so that attainable BER performance can be approximated without the requirement of actually implementing the system. Our SM-SCDMA system is also capable of exploiting the space-time domain resources for improving the energy efficiency. With the aid of the MAPD, our system is capable of supporting a normalized user-load of 2 without substantial performance degradation. Furthermore, we note that the error performance achieved by the MAPD is close to that attained by the MLD.
However, we only consider flat Rayleigh fading in this chapter, which fails to exploit the frequency diversity potential of frequency-selective fading channels. Therefore, we will eliminate this limitation in the next chapter.
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Spatial Modulation-Aided Multicarrier Sparse Code-Division Multiple Access

3.1 Introduction

Spatial modulation (SM) has been widely investigated in the context of non-orthogonal multiple access NOMA [23–25,27,28], as summarized in Table 1.3. However, both Chapter 2 and the above-mentioned references on SM combined with code-domain NOMA
techniques assume frequency-flat fading channels. When practical frequency-selective fading channels are considered, the SM-aided sparse code division multiple access (SM-SCDMA) proposed in Chapter 2 will suffer from severe inter-symbol interference (ISI). Upon using the massage passing-aided detector (MPAD) for mitigating the ISI, its complexity is exponentially increased with the number of resolvable paths of the frequency-selective fading channels.

An effective solution technique of combatting frequency-selective fading is to employ multicarrier (MC) signalling [103], where numerous low-rate signals are transmitted by the parallel subcarriers. The resultant long symbols become immune to dispersion. When using frequency-domain (FD) spreading across the subcarriers, the system becomes capable of exploiting the energy scattered across the frequency-domain via combining the signals gleaned from different subcarriers. Furthermore, MC signalling benefits from the employment of efficient fast Fourier transform (FFT) based modulation techniques for low-complexity implementation. However, MC signalling has the disadvantage of high peak-to-average power ratio (PAPR), which requires the employment of high-linearity class-A amplification that are power-thirsty, which renders their employment in the uplink inefficient. This is a critical issue in device-centric communications. To be more specific, for a conventional MC system simultaneously activating all its \( N \) subcarriers, the peak power is proportional to \( N \) \([103,104]\). By contrast, for a MC-SCMA system activating only \( d_x \) out of its \( N \) subcarriers, it is only \( d_x \). Here, it is worth noting that \( d_x \) in SCMA-assisted systems is usually a small value, typically 2 or 3, regardless of the value of \( N \) \([10,26]\). Hence, SCMA-assisted MC schemes are capable of mitigating the PAPR problem of conventional MC systems.

Bearing in mind the above-mentioned practical issues, we exploit the joint space-, time-, and frequency-domain (STFD) resources for transmission over frequency-selective fading channels. Explicitly, we propose a novel SM-aided MC SCDMA (SM/MC-SCDMA) system employing low density signature (LDS ) spreading sequences, in order to support multiuser communications in ultra-dense deployments requiring massive connectivity. It is shown that our proposed SM/MC-SCDMA scheme is capable of circumventing the aforementioned problems, due to its following merits. Firstly, in contrast to \([26]\), the SM/MC-SCDMA system incorporating MC signalling is capable of exploiting the frequency-selective fading to achieve frequency diversity. Secondly, as mentioned above, by introducing sparse code based spreading in the frequency-domain, which results in only a very small fraction (typically 2 or 3) of subcarriers being activated by each user, the PAPR problem can be efficiently mitigated. Furthermore, similar to \([26]\), employing sparse spreading allows a SM/MC-SCDMA system to achieve near-optimum bit error rate (BER) performance, even when it is heavily loaded, operating at a normalized loading factor as high as two. Hence, the proposed SM/MC-SCDMA scheme relying on MPAD exhibits all the compelling characteristics required for supporting massive connectivity in device-centric communications.
Against this backdrop, the novel contributions of this chapter are summarized below.

- A SM/MC-SCDMA system is proposed for supporting massive uplink connectivity. In the proposed system, SM is employed for reducing the number of radio frequency (RF) chains. In contrast to the SM-SCDMA system proposed in [26], which assumes flat fading, the SM/MC-SCDMA employs MC signalling to combat frequency-selective fading. Sparse spreading is employed for the sake of facilitating low-complexity detection, whilst significantly alleviating the PAPR problem of MC systems. Furthermore, a MPAD is developed for the SM/MC-SCDMA system for low-complexity detection, even in the face of a high normalized user-load.

- Since our proposed SM/MC-SCDMA system is designed for operation in practical frequency-selective fading channels, which result in correlated fading in the frequency-domain, the single-user BER bounds derived in [105–108] cannot be directly exploited, since all of them assume independent flat Rayleigh fading. Therefore, we analyze the single-user BER bound of the SM/MC-SCDMA system, when assuming that the signals experience frequency-selective fading, whilst taking into account the correlation among the subcarriers.

- Based on the single-user BER bound, we propose the guidelines for sparse code design. Furthermore, we conceive a sparse code allocation technique for achieving a high diversity gain.

- The BER performance of the proposed SM/MC-SCDMA system using MPAD is studied both by Monte-Carlo simulations and by our analytical results. Additionally, the SM/MC-SCDMA scheme is generalized to the SM/MC-SCMA arrangement for the sake of obtaining extra shaping gain. Furthermore, the BER performance of both SM/MC-SCDMA and SM/MC-SCMA is compared to that of other related legacy MIMO schemes.

The rest of this chapter is structured as follows. Section 3.2 describes the transmitter and receiver schematics of the proposed SM/MC-SCDMA system. Different detection algorithms are detailed in Section 3.3, whereas the analysis of the single-user BER bound of SM/MC-SCDMA system is provided in Section 3.4. Section 3.5 characterizes the BER performance of the SM/MC-SCDMA systems in different scenarios. Finally, our main conclusions are summarized in Section 3.6.

3.2 System Model

In this section, we describe the SM/MC-SCDMA system model, which includes the transmitter model of Section 3.2.1 and the receiver of Section 3.2.2. In the SM/MC-SCDMA system considered, we assume that the number of subcarriers $N$ is significantly
higher than the number of resolvable time-domain paths \( L \), in line with the MC systems’ typical design [104]. Hence, the individual subcarriers experience the flat fading, but the adjacent subcarriers may experience correlated attenuation. The other assumptions and notations will be detailed along with our discussions.

### 3.2.1 Transmitter Model

We investigate a single-cell uplink MC communication system, where \( K \) users simultaneously transmit their information to a base station (BS) over frequency-selective fading channels in the time-domain. We assume that each user employs \( M_1 \) transmit antennas (TAs), while the BS employs \( U \) receive antennas (RAs). For simplicity, during a symbol period, each user sends a symbol by activating one of the \( M_1 \) TAs to transmit an \( M_2 \)-ary APM (\( M_2 \) amplitude-phase modulation) symbol using SM [18]. Our scheme can be readily extended to activating multiple TAs to convey multiple APM symbols [41,125]. Therefore, as in [18,26], the symbol conveyed by the indices of the \( M_1 \) TAs is referred to as the space-shift keying (SSK) symbol, which assumes a value from \( S_1 = \{0, 1, ..., M_1 - 1\} \), and has \( b_1 = \log_2 M_1 \) bits per symbol (BPS). Meanwhile, the \( b_2 = \log_2 M_2 \) bits of an \( M_2 \)-ary APM symbol takes a value from \( S_2 = \{s_{2,0}, s_{2,1}, ..., s_{2,M_2-1}\} \). Furthermore, we assume that the elements in \( S_2 \) are normalized to satisfy \( \sum_{i=0}^{M_2-1} |s_{2,i}|^2 / M_2 = 1 \).

**Figure 3.2:** The transmitter schematic diagram of the \( k \)th user in the SM/MC-SCDMA system.

Fig. 3.2 represents the transmitter schematic of the \( k \)th user in a SM/MC-SCDMA system, where the \( b \)-bit symbol \( b_k \) of user \( k \) is first divided into two sub-symbols, \( b_{k1} \) and \( b_{k2} \). Explicitly, \( b_{k1} \) is mapped by \( f_1(b_{k1}) \) to give a \( b_1 \)-bit SSK symbol \( s_{k1} \in S_1 \), which activates a TA. By contrast, \( f_2(b_{k2}) \) maps \( b_{k2} \) to an \( M_2 \)-ary APM symbol \( s_{k2} \in S_2 \), which is first spread by a sparse code of length \( N \) assigned to user \( k \). Let the spreading code assigned to user \( k \) be expressed as \( c_k = [c_{k0}, c_{k1}, ..., c_{k(N-1)}]^T \), which is normalized to satisfy \( \|c_k\|^2 = 1 \) [10]. Then, the spread-spectrum signal \( s_{k2}c_k \) is inverse fast Fourier transform (IFFT) transformed to the time-domain, which is followed by the parallel-to-serial (P/S) conversion. Finally, after adding a cyclic prefix (CP) of sufficient length, the SM/MC-SCDMA signal is transmitted from the \( s_{k1} \)-th TA activated by the \( M_1 \)-SSK symbol \( s_{k1} \).
For the sparse spreading codes, we assume \( d_x \ll N \) to be the maximum number of chips that a user’s signal spreads over. Correspondingly, the number of users sharing one of the \( N \) chips is denoted by \( d_c \), which has the property of \( d_c \ll K \). For simplicity, we set both \( d_x \) and \( d_c \) to constants, implying that regular spreading codes are employed in our SM/MC-SCDMA system.

Additionally, for the convenience of our ensuing discussions, the symbols transmitted by \( K \) users is expressed as \( \mathbf{x} = [x_0, x_1, \cdots, x_{K-1}]^T \), where \( x_k \) is \( b = b_1 + b_2 \) bits contributed by both the \( M_1 \)-ary SSK symbol and the \( M_2 \)-ary APM symbol. Hence, \( x_k \in \mathcal{S} = \{\mathcal{S}_1 \otimes \mathcal{S}_2\} = \{s_0, s_1, \cdots, s_{M-1}\} \), which is a set consisting of all the \( M = M_1 M_2 \) different combinations of the elements in \( \mathcal{S}_1 \) and those in \( \mathcal{S}_2 \).

### 3.2.2 Receiver Model

Given the channel impulse response (CIR) between the \( s_{k_1} \)th TA of user \( k \) and the \( u \)th RA of the BS as

\[
\mathbf{h}_{s_{k_1}}^{(u)} = [h^{(u)}_{s_{k_1},0}, h^{(u)}_{s_{k_1},1}, \cdots, h^{(u)}_{s_{k_1},L-1}]^T, \quad s_{k_1} = 0, \cdots, M_1 - 1; u = 1, 2, \cdots, U; k = 0, 1, \cdots, K - 1, \quad (3.1)
\]

the corresponding frequency-domain channel transfer function (FDCHTF) experienced by the \( N \) subcarriers can be expressed as [103]

\[
\hat{\mathbf{h}}_{s_{k_1}}^{(u)} = \mathcal{F} \Phi_L \mathbf{h}_{s_{k_1}}^{(u)}, \quad (3.2)
\]

where \( \Phi_L \) is a \( (N \times L) \) mapping matrix constituted by the first \( L \) columns of an identity matrix \( \mathbf{I}_N \), and \( \mathcal{F} \) is the \( (N \times N) \) FFT matrix having the property of \( \mathcal{F} \mathcal{F}^H = \mathcal{F}^H \mathcal{F} = NI_N \).
The receiver schematic of the SM/MC-SCDMA system is shown in Fig. 3.3, where the CP removal, S/P conversion and the FFT blocks are conventional, which follow [103]. Consequently, after the FFT-based detection operation to transform the time-domain signals to the frequency-domain, the observations obtained from the \(N\) subcarriers of the \(u\)th RA can be expressed as

\[
y_u = \sum_{k=1}^{K} C_k \hat{h}_{sk1} s_{k2} + n_u, \quad u = 0, 1, \cdots, U - 1, \tag{3.3}
\]

where we have \(C_k = \text{diag}(c_k)\), the noise vector \(n_u\) obeys the zero-mean Gaussian distribution with a covariance matrix of \(2\sigma^2 I_N\), expressed as \(\mathcal{CN}(0, 2\sigma^2 I_N)\), where \(\sigma^2 = 1/(2\gamma)\). Furthermore, \(\gamma = b\gamma_0\) denotes the signal-to-noise ratio (SNR) per symbol, while \(\gamma_0\) is the SNR per bit. Let \(y = [y_0^T, y_1^T, \cdots, y_{U-1}^T]^T\), \(\hat{h}_{sk1} = \left[\left(\hat{h}_{sk1}^{(0)}\right)^T, \left(\hat{h}_{sk1}^{(1)}\right)^T, \cdots, \left(\hat{h}_{sk1}^{(U-1)}\right)^T\right]^T\), and \(n = [n_0^T, n_1^T, \cdots, n_{U-1}^T]^T\). Note that all these vectors are \(UN\)-dimensional. Then, it can be shown that we have

\[
y = \sum_{k=1}^{K} (I_U \otimes C_k) \hat{h}_{sk1} s_{k2} + n
\]

\[
= \sum_{k=1}^{K} (I_U \otimes C_k) \hat{H}_k e_{sk1} s_{k2} + n
\]

\[
= \sum_{k=1}^{K} H_k e_{sk1} s_{k2} + n
\]

\[
= He_{s1} s_2 + n. \tag{3.4}
\]

In the above equations, \(\otimes\) denotes the Kronecker product [112], and we have \(\hat{H}_k = [\hat{h}_{0k}, \hat{h}_{1k}, \cdots, \hat{h}_{(M_1-1)k}]\), which is \((UN \times M_1)\)-dimensional, where \(\hat{h}_{mk}\) is in the form of \(\hat{h}_{sk1}\) defined above and with \(s_{k1} = m\), while \(e_{sk1}\) is a \(M_1\)-length vector with the \(s_{k1}\)th element being 1. The rest of the elements are zeros. Still referring to (3.4), we have \(H_k = (I_U \otimes C_k) \hat{H}_k\), \(H = [H_1, H_2, \cdots, H_K]\), which is a \((UN \times M_1K)\)-dimensional matrix, and finally, we have \(e_{s1} = [e_{s11}^T, e_{s21}^T, \cdots, e_{sK1}^T]^T\) and \(s_2 = [s_{11}, s_{22}, \cdots, s_{K2}]^T\). We consider the signal detection in the sequel.

### 3.3 Signal Detection

In this section, we first consider the optimal maximum-likelihood detection (MLD) in Section 3.3.1, followed by the optimal MAPD in Section 3.3.2. Then, a low-complexity near-optimal detector based on message passing algorithm (MPA) is introduced in Section 3.3.3.
3.3.1 Maximum-Likelihood Detection (MLD)

The MLD detects the symbols transmitted by \( K \) users based on the maximum likelihood principle. For consistency with Chapter 2, in this chapter, \( x, \hat{x}, \ddot{x} \) represent a transmitted symbol, a symbol hypothesized by the search algorithms and a detected symbol, respectively. Based on (3.4), the MLD finds the estimate of \( x \) by solving the optimization problem of

\[
\ddot{x} = \arg \min_{\dddot{x} \in \mathcal{S}_K} \left\{ \left\| y - \sum_{k=1}^{K} (I_U \otimes C_k) \hat{h}_{\dddot{x}_k} \dddot{s}_k \right\|^2 \right\}
\]

\[
= \arg \max_{\dddot{x} \in \mathcal{S}_K} \left\{ \sum_{k=1}^{K} \Re\{ \ddot{s}_{k2} \hat{h}_{\dddot{s}_k}^T (I_U \otimes C_k)^H y \} - \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{K} \ddot{s}_{k2}^* \hat{h}_{\dddot{s}_k}^T (I_U \otimes C_k^H C_i) \hat{h}_{\dddot{s}_k} \dddot{s}_k \right\},
\]

(3.5)

where \( \ddot{x}_k = \ddot{s}_{k1} | \ddot{s}_{k2} \) represents a composite SSK-APM symbol transmitted by user \( k \), determining the corresponding CIR \( \hat{h}_{\dddot{s}_k} \) and \( \ddot{s}_{k2} \) used in (3.5), while \( \Re\{a\} \) returns the real part of \( a \). It can be readily shown that in (3.5), we have:

\[
\hat{h}_{\dddot{s}_k}^T (I_U \otimes C_k)^H y = \sum_{u=0}^{U-1} \left( \hat{h}_{\dddot{s}_k}^{(u)} \right)^T C_k^H y_u
\]

\[
= \sum_{u=0}^{U-1} \sum_{m \in \mathcal{C}_k} \left( \hat{h}_{\dddot{s}_k}^{(u)} \right)^T C_{km}^{\ast} y_{um},
\]

(3.6)

where \( \mathcal{C}_k \) is a set defined to contain all the \( d_x \) indices having non-zero entries in \( c_k \). In (3.5), the second term can be simplified to

\[
\hat{h}_{\dddot{s}_k}^T (I_U \otimes C_k^H C_i)^H \hat{h}_{\dddot{s}_k} \dddot{s}_k = \sum_{u=0}^{U-1} \sum_{m \in \mathcal{C}_k \cap \mathcal{C}_i} \hat{h}_{\dddot{s}_k}^{(u)} C_{km}^{\ast} \hat{h}_{\dddot{s}_k}^{(u)} \dddot{s}_k \dddot{s}_2,
\]

(3.7)

where the set \( \mathcal{C}_k \cap \mathcal{C}_i \) represents the specific indices, where both \( c_k \) and \( c_i \) have non-zero entries. Upon applying the simplified results in (3.6) and (3.7) to (3.5), we obtain

\[
\ddot{x} = \arg \max_{\dddot{x} \in \mathcal{S}_K} \left\{ \sum_{k=1}^{K} \sum_{u=0}^{U-1} \sum_{m \in \mathcal{C}_k} \Re\{ \ddot{s}_{k2} \hat{h}_{\dddot{s}_k}^{(u)} C_{km}^{\ast} y_{um} \} \right\}
\]

\[
- \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{K} \sum_{u=0}^{U-1} \sum_{m \in \mathcal{C}_k \cap \mathcal{C}_i} C_{km}^{\ast} \ddot{s}_{k2} \hat{h}_{\dddot{s}_k}^{(u)} \dddot{s}_k \dddot{s}_2 \right\},
\]

(3.8)

Observe from (3.8) that for a given \( \ddot{x} \) and assuming that two users share at most one subcarrier, the number of complex multiplications is about \( (3d_x KU + 5K^2U) \), which is much lower than the value of \( (3NKU + 5NK^2U) \) required, when full-weight spreading...
sequences are employed. Nevertheless, the complexity order of the MLD is still \(O(M^K)\), given the \(M^K\) number of tests given by \(\hat{x} \in S^K\) in (3.8). Hence for the massive number of connections supported by a SM/MC-SCDMA system, this high complexity will prevent the MLD from practical implementation. Below we consider the symbol-based MAPD, which facilitates the implementation using belief propagation algorithms \[74,75,126\].

### 3.3.2 Maximum A Posteriori Detection (MAPD)

Given a user, the MAPD operated on a symbol-by-symbol basis maximizes the \textit{a posteriori} probability of a symbol \[127\], for estimating the symbol transmitted by the user. In detail, given the observations of (3.4), the estimate of the \(k\)th user’s symbol is obtained by solving the optimization problem of

\[
\hat{x}_k = \arg \max_{\tilde{x}_k \in S} \{ P(\tilde{x}_k|y) \}, \quad k = 1, 2, \cdots, K. \tag{3.9}
\]

Upon applying Bayes’ rule \[128\], we obtain

\[
\hat{x}_k = \arg \max_{\tilde{x}_k \in S} p(y|\tilde{x}_k)P(\tilde{x}_k) = \arg \max_{\tilde{x}_k \in S} \left\{ \sum_{x_k \in S^{K-1}} P(\tilde{x}_k)P(x_k)p(y|x_k, \tilde{x}_k) \right\}, \tag{3.10}
\]

where \(p(y|\tilde{x}_k)\) is the probability density function (PDF) of \(y\) for a given \(\tilde{x}_k\), while \(p(y|x_k, \tilde{x}_k)\) is the PDF of \(y\) for a given \((x_k, \tilde{x}_k)\). Here \(x_i\) is a \((K - 1)\)-length vector obtained from \(x\) after removing the \(k\)th user’s symbol, while \(P(\tilde{x}_k)\) and \(P(x_k)\) are the \textit{a priori} probabilities of \(\tilde{x}_k\) and \(x_k\), respectively. It can be shown that for a given \((x_k, \tilde{x}_k)\), the observations \(\{y_{un}\}\) are independent. Hence, we can further express (3.10) as

\[
\hat{x}_k = \arg \max_{\tilde{x}_k \in S} \left\{ \sum_{x_k \in S|K_k} P(\tilde{x}_k)P(x_k) \prod_{u=0}^{U-1} \prod_{n=0}^{N-1} p(y_{un}|x_k, \tilde{x}_k) \right\}, \tag{3.11}
\]

where \(K_k\) is the set of users interfering with user \(k\). To be more specific, the set \(K_k\) contains all the indices of the users sharing at least one subcarrier with user \(k\). Correspondingly, \(|K_k|\) is the cardinality of \(K_k\).

Let \(x_{[n]}\) be a \(d_c\)-length vector containing the symbols sent by the \(d_c\) users sharing the \(n\)th subcarrier, which includes \(\tilde{x}_k\), if user \(k\) occupies the \(n\)th subcarrier. Then (3.11) can be further simplified to

\[
\hat{x}_k = \arg \max_{\tilde{x}_k \in S} \left\{ \sum_{x_k \in S|K_k} P(\tilde{x}_k)P(x_k) \prod_{u=0}^{U-1} \prod_{n \in C_k} p(y_{un}|x_{[n]}) \right\}. \tag{3.12}
\]
When \( x_{[n]} \) is given, the PDF of \( p(y_{un}|x_{[n]}) \) can be expressed as

\[
P(y_{un}|x_{[n]}) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{\|y_{un} - \sum_{i\in D_n} \hat{h}^{(u)}_{n1} s_i c_{in}\|^2}{2\sigma^2}\right), \tag{3.13}
\]

where we express \( D_n \) as the set containing the indices of the users sharing the \( n \)th subcarrier.

We can infer from (3.12) that the complexity of the MAPD is \( O(M|K|) \). When sparse spreading codes are employed, \( |K| \) is determined by \( d_x \) and \( d_c \). More specifically, when regular sparse codes are employed, resulting in \( d_x \) and \( d_c \) being constants, we can readily show that we have \( |K| = d_x(d_c - 1) \), provided that no two users share more than one subcarrier. Since we have \( d_x \ll N \) and \( d_c \ll K \), and typically \( d_x = 2, 3 \) and \( d_c = 3, 4 \) for SM/MC-SCDMA systems, the detection complexity of MAPD can be much lower than that of the MLD discussed in Section 3.3.1. Furthermore, as shown below, with the aid of the MPA, a MPAD having a further reduced detection complexity, yet attaining a near-MAPD performance can be implemented.

### 3.3.3 Message Passing Algorithm-Aided Detection (MPAD)

![Figure 3.4](image)

**Figure 3.4:** A example showing the factor graph representation of the the SM/MC-SCDMA system with regular sparse sequences and the parameters of \( N = 6, K = 9, d_x = 2, d_c = 3. \)

The classic factor graph [10,74] that is convenient for characterizing the decoding of LD-PC codes can be introduced to visualize the relationship between the \( K \) users’ transmitted symbols and the observations obtained at the BS receiver in the proposed SM/MC-SCDMA system. As shown in Fig. 3.4 for the case of \( K = 9 \) and \( N = 6 \), the \( K \) symbols each taking a value from \( S \) are represented by the \( K \) variable nodes, whereas the \( UN \) observations obtained from \( N \) subcarriers and \( U \) RAs are represented by \( N \) check nodes. Each check node corresponds to a subcarrier and contains \( U \) observations obtained from the same subcarrier and \( U \) RAs. As shown in Fig. 3.4, each check node is connected to a small number of variable nodes, which is determined by the sparse spreading codes assigned to the \( K \) users. On the other hand, each variable node is connected to a small
fraction of check nodes, which is determined by the number of non-zero elements of the sparse spreading code assigned to the corresponding user. As shown in Fig. 3.4, each variable node is connected to two check nodes, representing that any sparse spreading code has two non-zero elements. By contrast, each check node is connected to three users, meaning that each subcarrier is shared by three users.

For describing the MPAD, let the $d_c$ connections with the check node $i$, and the $d_x$ connections with the variable node $j$ be defined respectively by the sets

$$
C_i = \{ j : 1 \leq j \leq K, e_{ji} \neq 0 \}, \quad i = 0, 1, \ldots, N - 1
$$

$$
X_j = \{ i : 0 \leq i \leq N - 1, e_{ji} \neq 0 \}, \quad j = 0, 1, \ldots, K - 1,
$$

(3.14)

where $e_{ji} \neq 0$ indicates that there exists an edge $e_{ji}$ between the check node $i$ and the variable node $j$. Based on the factor graph of Fig. 3.4, let us now detail the MPAD’s operation in our proposed SM/MC-SCDMA system.

In Fig. 3.4, via the edge $e_{ji}$, information can be conveyed upward from the check node $i$ to the variable node $j$. Information can also be conveyed downward from the variable node $j$ to the check node $i$. Correspondingly, the probability $\delta_{i,j}^{a_m,t}$ defines the amount of information conveyed from the check node $i$ to the variable node $j$ during the $t$th iteration. Here, $\delta_{i,j}^{a_m,t}$ represents the probability of $x_j = a_m$, when given the probabilities received by the check node $c_i$ from all the connected variable nodes, after excluding $x_j$. By contrast, the amount of information sent from the variable node $x_j$ to the check node $c_i$ in the $t$th iteration is expressed as $\eta_{j,i}^{a_m,t}$. Similarly, $\eta_{j,i}^{a_m,t}$ is the probability of $x_j = a_m$, when given the probabilities received by the variable node $x_j$ from all the connected check nodes, after excluding $c_i$. With the aid of the above definitions, following [115], the MPAD relies on the following steps.

First, $\eta_{j,i}^{a_m,0}$ is initialised to $1/M$ for all $a_m \in S$ and any $e_{j,i} \neq 0$. Then, at the $t$-th iteration, $\delta_{i,j}^{a_m,t}$ for $j \in X_i$ and $i \in C_j$ can be updated as

$$
\delta_{i,j}^{a_m,t} = \sum_{x_{[j]} \in S^{K-1} \setminus x_j = a_m} \left( \prod_{x_{[i]} \in C_{[j]} \setminus x_j} \eta_{j,i}^{x_{[i]},t} \right) \prod_{u=0}^{U-1} p(y_u|x_{[i]}, x_j = a_m),
$$

$$
m = 0, 1, \ldots, M - 1,
$$

(3.15)

where $\prod_{x_{[i]} \in C_{[j]} \setminus x_j} \eta_{j,i}^{x_{[i]},t}$ is the a priori probability of a given $x_{[i]}$ with $x_j = a_m$, while $p(y_u|x_{[i]}, x_j = a_m)$ is given by (3.13). Observe from (3.15) that the information conveyed by the check node $i$ to the variable node $j$ is the product of the information gleaned from all the other edges connected to the check node $i$. The total information conveyed to the variable node $j$ is the sum of the information arriving from all the check nodes connected to the variable node $j$. 

Next, at the \((t+1)\)th iteration, the values \(\delta_{i,j}^{a_m,t}\) obtained in the \(t\)th iteration are used to update \(\eta_{j,i}^{a_m,t+1}\) for \(i \in \mathcal{X}_j\) and \(j \in \mathcal{C}_i\) as follows:

\[
\eta_{j,i}^{a_m,t+1} = \varepsilon_{j,i} \prod_{v \in \mathcal{X}_j \setminus i} \delta_{v,j}^{a_m,t}, \quad m = 0, 1, \ldots, M - 1,
\]

where \(\varepsilon_{j,i}\) is the normalisation factor to ensure that \(\sum_{m=0}^{M-1} \eta_{j,i}^{a_m,t+1} = 1\).

Finally, after the pre-set number of iterations is reached, the detector detects the transmitted symbol of the \(k\)th user as:

\[
x_k = \arg \max_{a_m \in \mathcal{S}} \prod_{v \in \mathcal{X}_k} \delta_{v,j}^{a_m,t}, \quad k = 0, 1, \ldots, K - 1.
\]

We can see from (3.15) that the computational complexity is primarily dominated by the upward information transition. The number of multiplications is determined by the size of \(\mathbf{z}[i]\), while the detection complexity is determined by the \(M_{dc} - 1\) possibilities in \(\mathcal{S}_{dc} - 1\) of (3.15). Hence, the complexity of the MPAD is \(O(M_{dc} - 1)\).

### 3.4 Analysis of the Single-User Performance and its Discussion

This section first analyses the error probability of the SM/MC-SCDMA system supporting a single user, which gives the performance upper-bound. Furthermore, as shown by the results of references [107, 129, 130] and those illustrated in Section 3.5, the single user BER performance bound can actually be viewed as the approximate BER performance of the SM/MC-SCDMA system with the optimum MUD or MPAD, when the system supports multiple users up to a loading factor of two, meaning that each subcarrier on average supports two users. Then, from the formulas derived in the single-user case, we gain insight into the performance impact of sparse sequences, and hence into their design.

#### 3.4.1 Analysis of Single-User Average Bit Error Rate

According to the MLD of (3.8), when the SM/MC-SCDMA system supports a single user, we can represent the MLD as:

\[
\hat{x} = \arg \max_{x \in \mathcal{X}} \left\{ \sum_{u=0}^{U-1} \sum_{m \in \mathcal{C}} \Re \{ s_2^* (\hat{s}_1)m C_m y_{um} \} - \frac{1}{2} \sum_{u=0}^{U-1} \sum_{m \in \mathcal{C}} \| \hat{h}^{(u)}(s_2)_m \| C_m \| \| ^2 \right\},
\]

where the index \(k\) is dropped for notational simplicity. Therefore, a detection error occurs, when we should have at least one scenario of \(\hat{x}(= \hat{s}_1| \hat{s}_2) \neq x(= s_1|s_2)\) resulting
in

$$\sum_{u=0}^{U-1} \sum_{m \in C} \Re\{s_2^* \hat{h}_{s_1,m}^* C_m y_{um}\} - \frac{1}{2} \sum_{u=0}^{U-1} \sum_{m \in C} \|\hat{h}_{s_1,m}^* s_2 C_m\|^2$$

$$> \sum_{u=0}^{U-1} \sum_{m \in C} \Re\{s_2^* \hat{h}_{s_1,m}^* C_m y_{um}\} - \frac{1}{2} \sum_{u=0}^{U-1} \sum_{m \in C} \|\hat{h}_{s_1,m}^* s_2 C_m\|^2. \quad (3.19)$$

After some simplifications, (3.19) can be expressed as

$$\sum_{u=0}^{U-1} \sum_{m \in C} \Re\{s_2^* \hat{h}_{s_1,m}^* s_2 \hat{h}_{s_1,m}^* C_m y_{um}\} > \frac{1}{2} \sum_{u=0}^{U-1} \sum_{m \in C} (\|\hat{h}_{s_1,m}^* s_2 C_m\|^2 - \|\hat{h}_{s_1,m}^* s_2 C_m\|^2).$$

(3.20)

Then, upon substituting \(y_u\) of (3.3) along with \(K = 1\) into (3.20), we can express the erroneous detection event in matrix (vector) form as

$$\Re\{\left(\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\right)^H n_u\} > \frac{1}{2} \|\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\|^2, \quad (3.21)$$

where \(n_u = (I_U \otimes \mathcal{C})^H n\) is a complex Gaussian distributed vector having the PDF of \(\mathcal{C}(0, \gamma^{-1} I_U)\). Consequently, the pairwise error probability (PEP), when the transmitted \(x\) is detected as \(\bar{x} \neq x\) is given by [131]

$$P_{EP}(x \rightarrow \bar{x}) = \mathbb{E}_H \left[ Q\left(\sqrt{\frac{\gamma}{2}} \|\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\|^2\right)\right], \quad (3.22)$$

where \(Q(x) = (2\pi)^{-1/2} \int_{x}^{\infty} e^{-t^2/2} dt\), and \(\mathbb{E}_H [\cdot]\) stands for the expectation with respect to the channels between the \(K\) users and the BS, which affect the terms \(\hat{H} e_{s_1}\) and \(\hat{H} e_{s_2}\) in (3.22). With the alternative representation of the Q-function [118] of \(Q(x) = \pi^{-1} \int_0^{\pi/2} \exp\left(-\frac{x^2}{2\sin^2\theta}\right) d\theta\), the PEP of (3.22) can be expressed as

$$P_{EP}(x \rightarrow \bar{x}) = \mathbb{E}_H \left[ \frac{1}{\pi} \int_0^{\pi/2} \exp\left(-\frac{\gamma}{4\sin^2\theta} \|\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\|^2\right) d\theta\right] \quad (3.23a)$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \Phi_{\|\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\|^2} \left(-\frac{\gamma}{4\sin^2\theta}\right) d\theta, \quad (3.23b)$$

where \(\Phi_{\|\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\|^2}(x)\) is the moment generation function (MGF) of the random variable \(\|\hat{H} e_{s_1} \bar{s}_2 - \hat{H} e_{s_1} s_2\|^2\).
Following the analysis in [116, 117], the average bit error ratio (ABER) of the single-user SM/MC-SCDMA system can be approximately evaluated from the union-bound as

\[
\tilde{P}_{bS} \leq \frac{1}{M_1 M_2 b} \sum_{m_1=0}^{M_1-1} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_1=0}^{M_1-1} \sum_{\tilde{m}_2=0}^{M_2-1} D (b_i^{(m_1)} | b_2^{(m_2)}, \tilde{b}_1^{(\tilde{m}_1)} | \tilde{b}_2^{(\tilde{m}_2)}) \times P_{EP} (s_1^{(m_1)} | s_2^{(m_2)} \rightarrow \tilde{s}_1^{(\tilde{m}_1)} | \tilde{s}_2^{(\tilde{m}_2)}),
\]

(3.24)

where \(D(\cdot, \cdot)\) is the Hamming distance between two binary entries, and \(b_i^{(m)}\), \(s_i^{(m)}\) give the binary representation and symbol of the \(m\)-th SSK symbol (when \(i = 1\)) or of the \(m\)-th APM symbol (when \(i = 2\)). Furthermore, in (3.24), \(s_i^{(m)} \rightarrow \tilde{s}_i^{(\tilde{m})}\) means that the erroneous event takes the transmitted \(s_i^{(m)}\) into detected \(\tilde{s}_i^{(\tilde{m})}\). As shown in [116], errors may corrupt only the SSK symbol, only the APM symbol, or both of them. When considering those three cases separately, the corresponding \(P_{EP} (x \rightarrow \tilde{x})\) of (3.23a) can be derived as follows.

**Erroneous SSK Symbol Only:** When only the SSK symbol is in error, we have \(\tilde{s}_1 \neq s_1\) and \(\tilde{s}_2 = s_2\). In this case, (3.23a) can be reduced to

\[
P_{EP1}(s_1|s_2 \rightarrow \tilde{s}_1|s_2) = E_H \left[ \frac{1}{\pi} \int_0^{\tilde{\pi}} \exp \left( -\frac{\gamma |s_2|^2}{4 \sin^2 \theta} \|He_{\tilde{s}_1} - He_{s_1}\|^2 \right) d\theta \right] \\
= E_H \left[ \frac{1}{\pi} \int_0^{\tilde{\pi}} \exp \left( -\frac{\gamma |s_2|^2}{4 \sin^2 \theta} \|Hv_1\|^2 \right) d\theta \right] \\
= \frac{1}{\pi} \int_0^{\tilde{\pi}} \Phi_{\|Hv_1\|^2} \left( -\frac{|s_2|^2 \gamma}{4 \sin^2 \theta} \right) d\theta,
\]

(3.25)

where \(v_1 = e_{\tilde{s}_1} - e_{s_1}\).

**Erroneous APM Symbol Only:** When errors only corrupt the APM symbol, we have \(\tilde{s}_2 \neq s_2\) and \(\tilde{s}_1 = s_1\). In this case, (3.23a) can be reduced to

\[
P_{EP2}(s_1|s_2 \rightarrow s_1|\tilde{s}_2) = E_H \left[ \frac{1}{\pi} \int_0^{\tilde{\pi}} \exp \left( -\frac{\gamma |s_2|^2}{4 \sin^2 \theta} \|He_{s_1} \tilde{s}_2 - He_{s_1} s_2\|^2 \right) d\theta \right] \\
= E_H \left[ \frac{1}{\pi} \int_0^{\tilde{\pi}} \exp \left( -\frac{|\tilde{s}_2 - s_2|^2 \gamma}{4 \sin^2 \theta} \|He_{s_1}\|^2 \right) d\theta \right] \\
= \frac{1}{\pi} \int_0^{\tilde{\pi}} \Phi_{\|Hv_2\|^2} \left( -\frac{|\tilde{s}_2 - s_2|^2 \gamma}{4 \sin^2 \theta} \right) d\theta,
\]

(3.26)

where \(v_2 = e_{s_1}\).

**Erroneous SSK and QAM Symbols:** Finally, when errors occur simultaneously in both the SSK symbol and APM symbol, we have \(\tilde{s}_1 \neq s_1\) and \(\tilde{s}_2 \neq s_2\). Correspondingly,
that the largest integer not exceeding $m$ follows. Let us express
\[ \det(\mathbf{A}) \]
where $\mathbf{A}$ is a $n \times n$ matrix. From the above analysis, we can show that the normalized correlation coefficient $\rho_{i,j}$ from $i$ and $j$, respectively. Then, we can see that the indices $a, b \in [0, M_1 - 1]$ and $a, b \in [0, N_1 - 1]$. Furthermore, let $i = \lfloor \frac{i}{N_1} \rfloor N + c$ and $j = \lfloor \frac{j}{N_1} \rfloor N + d$, where $[x]$ gives the largest integer not exceeding $x$, while $c$ and $d$ are the two subcarrier indices derived from $i$ and $j$, respectively. Then, we can see that the indices $m$ and $n$ correspond to the same TA and the same RA, only when $j = \lfloor \frac{j}{N_1} \rfloor N + 1, ..., \lfloor \frac{N_1}{N} \rfloor N + N - 1$ and $a = b$. Furthermore, $\rho_{mn}$ only becomes nonzero when the two subcarriers determined by $i$ and $j$, i.e., subcarriers $c$ and $d$, are activated by the spreading code. Based on the above analysis, we can show that the normalized correlation coefficient $\rho_{mn}(m,n)$ can

\[(3.23a)\] can be modified to
\[
P_{EP}(s_1 | s_2 \rightarrow \tilde{s}_1 | \tilde{s}_2) = E(\mathbf{H}) \left[ \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\gamma}{4 \sin^2 \theta} \| \mathbf{H} e_{\tilde{s}_1} \tilde{s}_2 - \mathbf{H} e_{s_1} s_2 \|^2 \right) d\theta \right]
\]
\[= E(\mathbf{H}) \left[ \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\gamma}{4 \sin^2 \theta} \| \mathbf{H} v_3 \|^2 \right) d\theta \right]
\]
\[= \frac{1}{\pi} \int_0^{\pi} \Phi_{\|\mathbf{H} v_3\|^2} \left( -\frac{\gamma}{4 \sin^2 \theta} \right) d\theta, \quad (3.27)\]

where $v_3 = e_{\tilde{s}_1} \tilde{s}_2 - e_{s_1} s_2$.

As shown in (3.25), (3.26) and (3.27), in order to evaluate the ABER of (3.24), we have to derive the MGFs of $\Phi_{\|\mathbf{H} v_i\|^2}(t)$ for $i = 1, 2$ and 3. According to [132, 133], we know that

\[\|\mathbf{H} v_i\|^2 = \sum_{n=0}^{UN-1} \mathbf{H}(n)v_i v_i^H \mathbf{H}(n)\]
\[= \mathbf{h}^T (\mathbf{I}_{UN} \otimes (\mathbf{v}_i \mathbf{v}_i^H)) \mathbf{h}^*, \quad (3.28)\]

where $\mathbf{H}(n)$ represents the $n$th row of $\mathbf{H}$, and $\mathbf{h} = \text{vec}(\mathbf{H}^T)$ is a $M_1 UN$-length vector obtained from the rows of $\mathbf{H}$. Since the channels experience correlated Rayleigh fading, the MGF of $\|\mathbf{H} v_i\|^2$ can be derived in the same way as that in [132, 133], which can be expressed as

\[\Phi_{\|\mathbf{H} v_i\|^2}(t) = \det \left[ \mathbf{I}_{M_1 UN} - t \mathbf{R} (\mathbf{I}_{UN} \otimes (\mathbf{v}_i \mathbf{v}_i^H)) \right]^{-1}, \quad (3.29)\]

where $\det(A)$ denotes the determinant of matrix $A$, $\mathbf{R}$ is the covariance matrix of $\mathbf{h}$ that can be expressed as

\[
\mathbf{R} = \begin{bmatrix}
\sqrt{\rho_{00}} & \sqrt{\rho_{01}} & \ldots & \sqrt{\rho_{0(M_1 UN-1)}} \\
\sqrt{\rho_{10}} & \sqrt{\rho_{11}} & \ldots & \sqrt{\rho_{1(M_1 UN-1)}} \\
\vdots & \vdots & \ddots & \vdots \\
\sqrt{\rho_{(M_1 UN-1)0}} & \sqrt{\rho_{(M_1 UN-1)1}} & \ldots & \sqrt{\rho_{(M_1 UN-1)(M_1 UN-1)}}
\end{bmatrix}. \quad (3.30)
\]
be expressed as \[134\]

\[
\rho_{mn} = \begin{cases} 
\frac{1}{L} + \frac{1}{L^2} \sum_{u=0}^{L-1} \sum_{v=0, v \neq u}^{L-1} \cos \left( \frac{2\pi(c-d)(u-v)}{N} \right), & \text{if } m = M_1i + a, n = M_1j + b; \\
0, & \text{otherwise.}
\end{cases}
\]

From the above analysis and (3.31), we know that \( R \) is a sparse matrix having at most \( UM_1d_x^2 \) and at least \( UM_1d_x \) nonzero elements, corresponding to the pair of cases, when the \( d_x \) subcarrier channels between a TA and a RA are correlated and independent, respectively. Note that, \( \rho_{mm} \) on the diagonal of \( R \) is either zero, when the corresponding subcarrier is not used by the user, or one, if the user activates the corresponding subcarrier. Furthermore, if the \( d_x \) subcarriers activated by the user experience independent fading, the \( UM_1d_x \) number of 1’s are all on the diagonal of \( R \).

Given the above preparation, we can now express (3.25), (3.26) and (3.27) respectively as

\[
P_{EP1}(s_1|s_2 \rightarrow \tilde{s}_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi} \det \left( I_{M_1UN} + \frac{|s_2|^2 \gamma}{4 \sin^2 \theta} R \left( I_{UN} \otimes (v_1v_1^H) \right) \right)^{-1} d\theta \quad \text{(3.32a)}
\]

\[
P_{EP2}(s_1|s_2 \rightarrow s_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi} \det \left( I_{M_1UN} + \frac{|s_2 - s_1|^2 \gamma}{4 \sin^2 \theta} R \left( I_{UN} \otimes (v_2v_2^H) \right) \right)^{-1} d\theta \quad \text{(3.32b)}
\]

\[
P_{EP3}(s_1|s_2 \rightarrow \tilde{s}_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi} \det \left( I_{M_1UN} + \frac{\gamma}{4 \sin^2 \theta} R \left( I_{UN} \otimes (v_3v_3^H) \right) \right)^{-1} d\theta. \quad \text{(3.32c)}
\]

Let us express the nonzero eigenvalues of \( R \left[ I_{UN} \otimes (v_1v_1^H) \right] \) as \( \{\lambda_{11}, \lambda_{12}, \ldots, \lambda_{1G_1}\} \), that of \( R \left[ I_{UN} \otimes (v_2v_2^H) \right] \) as \( \{\lambda_{21}, \lambda_{22}, \ldots, \lambda_{2G_2}\} \), and that of \( R \left[ I_{UN} \otimes (v_3v_3^H) \right] \) as \( \{\lambda_{31}, \lambda_{32}, \ldots, \lambda_{3G_3}\} \). Then, we can express (3.32) as

\[
P_{EP1}(s_1|s_2 \rightarrow \tilde{s}_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi} \prod_{i=1}^{G_1} \left( 1 + \frac{\lambda_{1i} |s_2|^2 \gamma}{4 \sin^2 \theta} \right)^{-1} d\theta \quad \text{(3.33a)}
\]

\[
P_{EP2}(s_1|s_2 \rightarrow s_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi} \prod_{i=1}^{G_2} \left( 1 + \frac{\lambda_{2i} |s_2 - s_1|^2 \gamma}{4 \sin^2 \theta} \right)^{-1} d\theta \quad \text{(3.33b)}
\]

\[
P_{EP3}(s_1|s_2 \rightarrow \tilde{s}_1|\tilde{s}_2) = \frac{1}{\pi} \int_0^{\pi} \prod_{i=1}^{G_3} \left( 1 + \frac{\lambda_{3i} \gamma}{4 \sin^2 \theta} \right)^{-1} d\theta. \quad \text{(3.33c)}
\]
Observe from the above derivation that the computation of \( P_{bS} \) is independent of the \( M_1 \) SSK symbol \( s_1 \), as seen in (3.25), (3.26) and (3.27), where the impact of the \( M_1 \) SSK symbol \( s_1 \) is imposed by the multiplication of \( \textbf{H}e_{s_1} \) or \( \textbf{H}e_{\tilde{s}_1} \). However, any of them represents the selection of a column from \( \textbf{H} \). Since all columns of \( \textbf{H} \) have the same statistical properties, the resultant MGFs of the different \( M_1 \) SSK symbols are the same. Furthermore, according to [116], when a \( M_1 \) SSK symbol is in error, the average number of erroneous bits is \( b_1 M_1 / [2(M_1 - 1)] \). By contrast, for the Gray encoded \( M_2 \) APM symbols, a symbol error typically yields a single bit error. Consequently, after considering the three erroneous events, we can simplify the expression of (3.24) to

\[
P_{bS} \leq \frac{M_1 b_1}{2M_2 b} \sum_{m_2=0}^{M_2-1} P_{EP1}(s_1|s_2^{(m_2)}) \to \tilde{s}_1|\tilde{s}_2^{(m_2)}) \\
+ \frac{1}{M_2 b} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_2 \neq m_2} D\left(b_2^{(m_2)}, \tilde{b}_2^{(\tilde{m}_2)}\right) P_{EP2}(s_1|s_2^{(m_2)}) \to s_1|\tilde{s}_2^{(\tilde{m}_2)}) \\
+ \frac{1}{M_2 b} \sum_{m_2=0}^{M_2-1} \sum_{\tilde{m}_2 \neq m_2} \left[b_1 M_1 + (M_1 - 1)D\left(b_2^{(m_2)}, \tilde{b}_2^{(\tilde{m}_2)}\right)\right] \\
\times P_{EP3}\left(s_1^{(m_1)}|s_2^{(m_2)} \to \tilde{s}_1^{(\tilde{m}_1)}|\tilde{s}_2^{(\tilde{m}_2)}\right), \tag{3.34}
\]

where \( P_{EP1}(\cdot) \), \( P_{EP2}(\cdot) \) and \( P_{EP3}(\cdot) \) are given by (3.33a), (3.33b), and (3.33c), respectively. Note that in (3.34), the factor \( M_1 b_1 / 2M_2 b \) in the first term at the right-hand side is obtained by letting, \( \sum_{m_1=0}^{M_1-1} = M_1, \sum_{\tilde{m}_1=0}^{M_1-1} = M_1 \), in (3.24), due to the above-mentioned fact that \( P_{bS} \) is independent of the \( M_1 \) SSK symbol and owing to applying the average BER of \( b_1 M_1 / [2(M_1 - 1)] \) imposed by a \( M_1 \) SSK symbol error after exploiting the approximation of \( M_1 - 1 \approx M_1 \). The factor of \( 1/M_2 b \) in the second term of (3.34) is obtained according to the condition of \( s_1 = \tilde{s}_1 \) and hence we have \( \sum_{m_1=0}^{M_1-1} \sum_{\tilde{m}_1=0}^{M_1-1} = M_1 \). Finally, as for the third term in (3.24), firstly, we have \( \sum_{m_1=0}^{M_1-1} = M_1 \) and \( \sum_{\tilde{m}_1=0}^{\tilde{M}_1-1} = M_1 \) because \( s_1 = \tilde{s}_1 \). Secondly, because both the \( M_1 \) SSK and \( M_2 \) QAM symbols are in error, the average number of erroneous bits per symbol is \( b_1 M_1 + (M_1 - 1)D\left(b_2^{(m_2)}, \tilde{b}_2^{(\tilde{m}_2)}\right) \). Upon substituting these results into the third term of (3.24), we arrive at the third term at the right-hand side of (3.34).

### 3.4.2 Discussions

From (3.32a) - (3.33c) we realize that given \( d_\parallel \) and the fading environment, the eigenvalues in (3.33a) - (3.33c) are different when different sparse codes are used. Hence this results in different ABER performance. In order to minimize the ABER, it is required
to design sparse codes that maximize

\[ J_1 = \prod_{i=1}^{G_1} \left( 1 + \frac{\lambda_{1i} |s_1|^2 \gamma}{4 \sin^2 \theta} \right) \]  

\[ J_2 = \prod_{i=1}^{G_2} \left( 1 + \frac{\lambda_{2i} |\tilde{s}_2 - s_2|^2 \gamma}{4 \sin^2 \theta} \right) \]  

\[ J_3 = \prod_{i=1}^{G_3} \left( 1 + \frac{\lambda_{3i} \gamma}{4 \sin^2 \theta} \right). \]

Therefore, the specific structure of sparse codes impacts the achievable performance of SM/MC-SCDMA systems.

When there is a single user or when the number of users is small, which results in a factor graph that is not well connected, the \( d_x \) nonzero elements of a user should be distributed as evenly as possible. This allows the \( d_x \) subcarriers activated by a user to be evenly distributed, and hence the detector beneficially attains frequency diversity in frequency-selective fading channels. We infer from the above formulas that evenly distributed sparse codes result in higher values for \( J_1, J_2 \) or/and \( J_3 \) in (3.35).

When the system supports a relatively high number of users, the corresponding factor graph is usually well connected. In this case, the MPAD is capable of gleaning multiuser diversity from the information exchange between users. However, as our experiments in Section 3.5 show, when the fading channel’s frequency-selectivity is relatively low, for example \( L = 2, 3, 4 \), the specific structure of sparse codes may still have a significant impact both on the values of \( J_1, J_2 \) or/and \( J_3 \), as well as on the achievable BER performance of SM/MC-SCDMA systems.

Below we provide our simulation results along with the single-user BER bound for characterizing the achievable BER performance of SM/MC-SCDMA systems.

### 3.5 Performance Results

In this section, the BER performance of SM/MC-SCDMA systems is characterized as a function of the number of TA/RAs and the number of resolvable paths, as well as that of the modulation levels and system scale. The SM/MC-SCDMA systems having different user loads of up to \( K/N = 2 \) are considered. Note that in our performance studies, the \( M_2 \)APMs employed are \( M_2 \)QAMs. For convenience, the parameters used for generating the results for the individual figures are detailed in the figures.

In Fig. 3.5, we consider a single-user SM/MC-SCDMA system having \( N = 12 \) subcarriers, 4SSK and QPSK modulation to investigate the impact of the channel’s frequency-selectivity on the BER performance, where the user is randomly occupied \( d_x = 2 \) of the
Figure 3.5: Single-user BER bound of (3.34) for SM/MC-SCDMA systems with $N = 12$ subcarriers communicating over frequency-selective Rayleigh fading channels having different number of paths.

12 subcarriers. Both simulation results and the single-user BER bounds are evaluated based on the expressions derived in Section 3.4. Explicitly, the analytical BER bounds converge to the simulated BER, as the SNR increases. More specifically, for $L = 1$, the BER bound is nearly the same as the simulated BER, provided that the SNR per bit obeys $\gamma_0 > 15$ dB, when $U = 1$, and $\gamma_0 > 8$ dB, when $U = 2$. For $L > 1$, we can observe that the BER bound approaches the simulated BER, as $L$ increases from 2 to 3 and to 4. In general, the BER bound is tight, provided that the SNR is sufficiently high, resulting in a BER below 0.01. As shown in Fig. 3.5, the SM/MC-SCDMA system is capable of achieving both frequency diversity and space diversity, since the BER performance improves, as $L$ or $U$ increases.

Fig. 3.6 demonstrates the impact of the number of subcarriers occupied by a user on the frequency diversity gain achieved by the SM/MC-SCDMA systems communicating over frequency-selective Rayleigh fading channels. For this investigation, we assume random sparse spreading sequences and set $U = 1$, $K = 1$ as well as $d_x = 4$ and 16, respectively. Explicitly, in the case of $d_x = N = 16$, SM/MC-SCDMA achieves full frequency-diversity, and its performance is hence always better than that of the corresponding SM/MC-SCDMA associated with $d_x = 4$, provided that $L > 1$. We should note that for the case of $d_x = 4$, the achievable frequency-diversity gain is limited by both the values of $L$ and $d_x$. Hence, as shown in Fig. 3.6, when $L$ is relatively large, such as $L = 4$, 8, the loss of diversity gain due to the use of the sparse sequence of $d_x = 4$ is significant in comparison to the case of $d_x = 16$, which achieves full frequency diversity.
The above observation is augmented in Fig. 3.7, where we fix $L = 8$ and $U = 1$ or 2, but vary the value of $d_x$ in a single-user SM/MC-SCDMA system communicating over frequency-selective Rayleigh fading channels. As expected, for a given value of $U$, the BER performance improves as $d_x$ increases, and exhibits a converging trend for $d_x \geq 6$. Therefore, from the results shown in Figs. 3.6 and 3.7 we infer that in the SM/MC-SCDMA supporting single-user (or a low number of users), the employment of sparse sequences strikes a trade-off with the achievable frequency-diversity. Below we will illustrate that the structure of sparse sequences also has an impact on the BER performance of SM/MC-SCDMA systems.

In Fig. 3.8, we demonstrate the effect of the sparse codes having different structures on the achievable BER performance. Specifically, we compare two classes of sparse codes, namely the co-located and iteratively distributed sparse codes. Given the parameters of $N = K = 16$, $d_x = 2$, and that two adjacent users share a single nonzero element, the nonzero elements in these classes of sparse codes are designed to be allocated as follows. For the co-located sparse codes, the $d_x = 2$ nonzero elements of user $k$, $k = 0, 1, \ldots, 15$, are at the positions of $(k + l) \mod N$ for $l = 0, 1$. For the iteratively distributed sparse codes, the $d_x = 2$ nonzero elements of user $k = 0, 1, \ldots, 7$, are at the positions of $(k + 8l) \mod 16$ for $l = 0, 1$, while the $d_x = 2$ nonzero elements of user $k = 8, 9, \ldots, 15$, are at the positions of $(k + 9l) \mod 16$ for $l = 0, 1$. Observe from Fig. 3.8 that while the co-located sparse codes allow us to obtain multiuser diversity gain via information exchange between different users, the frequency diversity gain achieved by employing iteratively distributed sparse codes is significant for a relatively small value of $L$, such as $L = 2, 4$. 
Specifically for $L = 2$ and at the BER of $10^{-3}$, instead of the co-located sparse codes, employing the iteratively distributed sparse codes is capable of attaining an extra of 5.5 dB diversity gain. However, when the channel is highly frequency-selective, resulting in say $L = 8$, the extra diversity gain provided by the iteratively distributed sparse codes is insignificant compared to that obtained by the co-located sparse codes.

In Fig. 3.9 the BER performance of the SM/MC-SCDMA systems supporting multiple users at a loading factor of $K/N = 1.5$ is investigated for several values of $L$. Note that in Fig. 3.9 and in the ensuing figures, the single-user bound evaluated from (3.34) is also plotted. First, we can explicitly observe the benefits of diversity gain, as demonstrated by the improved BER performance upon increasing $L$. Second, due to the multiuser interference (MUI), the BER performance observed in the low SNR region degrades against the single-user BER bound. However, when the SNR is sufficiently high to reduce the BER below $10^{-3}$ or $10^{-4}$, the MPAD allows the highly loaded SM/MC-SCDMA systems to achieve a BER performance near the single-user BER bound.

By fixing $U = 1$, $d_x = 2$, $L = 4$ and $N = 16$, Fig. 3.10 depicts the BER of SM/MC-SCDMA systems supporting different number of users, with the loading factor up to $K/N = 2$. Here the co-located sparse codes are employed. In addition to the 16 codes used in Fig. 3.8, an extra 16 codes having non-zero positions at $(k + l) \mod N$ for $l = 0, 2$ are used, in order to support $K = 32$ users. From the results we infer the following observation. First, the existence of multiple users has twin-fold effect. On the one hand, it generates MUI as in any nonorthogonal multiuser systems. On the other hand, it attains a beneficial diversity gain, namely, multiuser diversity. In more
M_1=M_2=4, N=K=16, d_x=2, U=1

Figure 3.8: Performance comparison of SM/MC-SCDMA systems, when the non-zero elements of users are co-located or iteratively distributed.

detail, when the system only supports a single user, the maximum diversity order that can be achieved by the system is fixed to d_x = 2, since only d_x = 2 subcarriers are activated and hence the information used for detecting the user can only come from the two active subcarriers. By contrast, when there are multiple users, then more than two subcarriers are active. In this case, a higher diversity order can be exploited for detecting a user by the MPA algorithm via the resultant beneficial information exchange between the different subcarriers. Consequently, as seen in Fig. 3.10, the BER performance first improves, as the number of users increases from 1 to 4. However, as the number of users further increases, the MUI starts dominating the achievable performance, hence resulting in the degradation of the BER performance. Second, the results seen in Fig. 3.10 imply that the MPAD is near-optimum, and even with the loading factor of 2, there is no error-floor in the SNR range of interest. The performance of the SM/MC-SCDMA system is only about 5 dB worse than the best possible performance, which is achieved for K = 4 users.

Fig. 3.11 quantifies the effect of the number of modulation levels for M_1SSK and M_2QAM on the BER performance of SM/MC-SCDMA systems employing regular sparse sequences and d_x = 2, d_c = 3. First, as shown in Fig. 3.11 for M_2QAM modulation, while a higher QAM order achieves a higher bandwidth-efficiency, this is attained at the cost of a degraded BER performance [119]. However, the SM/MC-SCDMA system having the parameters of M_1 = 16, M_2 = 2 and U = 1 is outperformed by the system having the parameters of M_1 = 4, M_2 = 2 and U = 1.
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Figure 3.9: BER performance of SM/MC-SCDMA systems employing $N = 12$ subcarriers to support $K = 18$ users.

Figure 3.10: BER performance of SM/MC-SCDMA system employing $N = 16$ subcarriers to support different number of users.
Figure 3.11: BER performance of SM/MC-SCDMA systems employing $N = 12$ subcarriers to support $K = 18$ users, i.e., with a loading factor of 1.5.

Figure 3.12: BER performance of the SM/MC-SCDMA systems with a loading factor of 1.5, when given $b = b_1 + b_2 = 5$ BPS but using different modulation levels.
In Fig. 3.11, we have demonstrated that the SSK and APM schemes exhibit different characteristics in terms of energy- and bandwidth-efficiency, as well as BER performance. Therefore, in Fig. 3.12 we further investigate the effect of bit allocation between the two modulation schemes on the system’s error performance, under the constraint that the total number of BPS is given by \( n = b_1 + b_2 = 5 \). The other settings for Fig. 3.12 are the same as those for Fig. 3.11. The results in Fig. 3.12 show that for all the cases defined by \( U = 1, 2 \) and \( L = 2, 8 \), the combination of 8SSK with 4QAM achieves the best BER among the four combinations considered. This observation implies that given the total number of BPS, there exists an optimum bit sharing between SSK and APM that could result in the best BER.

Note that, the results of Figs. 3.5, 3.11, and 3.12 also demonstrate that employing more RAs improves the system’s BER, owing to the increase of space diversity.

In Fig. 3.13, we now compare our SM/MC-SCDMA system to several other systems, including the SM/MC-SCMA system, which is the generalization of our SM/MC-SCDMA arrangement, the MC-SCDMA system operating without spatial modulation, and an extended version of the MC-SCMA system [135]. Note that, when SCMA [135] is considered, the modulation, constellation shaping and spreading are intrinsically amalgamated for generating a codebook. In this way, user data are no longer carried purely by the classic APM symbols but by the specifically designed multi-dimensional codewords. In Fig. 3.13 we assume that the system employs \( N = 12 \) subcarriers for supporting \( K = 18 \) users and transmits at a rate of \( n = b_1 + b_2 = 4 \) BPS per user. The SCMA codebook follows the design of [135], and the corresponding variable of \( M_2 = 16 \) represents the per user codebook size. As seen in Fig. 3.13, the spatial modulated schemes, namely the SM/MC-SCDMA and SM/MC-SCMA, achieve a better BER performance than the other two schemes operating without spatial modulation. Additionally, the SCMA-based scheme is capable of achieving about 1.5 dB gain over its corresponding SCDMA counterpart, which facilitates fair comparison with the SCMA and SCDMA schemes of [13]. Furthermore, for MPAD, the detection complexity of both SCDMA and of the corresponding SCMA is the same, since in both systems, factor graphs used by the MPA are the same. However, we should note that the transmitter of a SCMA system has higher complexity than that of the corresponding SCDMA system, where the extra complexity imposed by the codeword design, code allocation and storage. By contrast, in SCDMA systems, every user is only assigned a single code for spreading. Additionally, it is worth mentioning that the comparison of spatial modulated systems to conventional MIMO schemes was carried out in [19, 20, 28], demonstrating that a conventional MIMO scheme is capable of achieving a better BER performance than the corresponding spatial modulated scheme, but typically imposes a higher detection complexity, requires more RF chains, strict inter-antenna synchronization, etc.

Finally, in Fig. 3.14 we depict the BER of the SM/MC-SCDMA systems at different scales at a fixed loading factor of 2, when communicating over frequency-selective fading.
Figure 3.13: Comparison of BER performance of the SM/MC-SCDMA, MC-SCDMA, SM/MC-SCMA and MC-SCMA systems with a system load of 150%.

Figure 3.14: Comparison of BER performance of the SM/MC-SCDMA systems employing different number of subcarriers to support a fixed system load of 200%.
channels, and assuming 2SSK/BPSK modulation. Firstly, the results show that the BER improves for $U = 1$ and slightly also for $U = 2$, as the SM/MC-SCDMA system dimension becomes larger. This observation follows the MIMO principles [136]: the capacity of MIMO channels increases at least linearly upon increasing the minimum of the number of TA, and RAs. As shown in Fig. 3.14, when comparing the scenario of $L = 2$, $N = 128$, $K = 256$ to that of $L = 2$, $N = 16$, $K = 32$, where both cases attain the same bandwidth efficiency of 4 bits per subcarrier per symbol. However, the former scenario requires a 5 dB lower SNR at the BER of $10^{-4}$. By contrast, when comparing the scenario of $L = 8$, $N = 128$, $K = 256$ to that of $L = 8$, $N = 16$, $K = 32$, the former scheme has a 1 dB SNR gain. Hence, although a more dispersive frequency-selective channel results in a lower SNR gain of 1dB, in general, the SM/MC-SCDMA system supported by the MPA detection becomes more efficient, as the system becomes larger. Secondly, benefiting from spreading and of MPA, a frequency diversity gain can be achieved, yielding a BER improvement, as the channel becomes more frequency-selective. Additionally, as also demonstrated in the previous figures, using more RAs improves the space diversity gain, hence resulting in significant performance improvement when increasing the number of RAs from $U = 1$ to $U = 2$.

3.6 Chapter Summary and Conclusions

In this chapter, a SM/MC-SCDMA scheme has been proposed with the motivation of exploiting the frequency diversity in the context of next-generation wireless systems supporting massive connectivity. In the proposed SM/MC-SCDMA, the spatially modulated bits activate a fraction of TAs to transmit the APM modulated bits, which are transmitted after sparse spreading in the frequency-domain over frequency-selective Rayleigh fading channels with the aid of MC signaling. A single-user BER bound has been derived based on the MGF, which is used for investigating the effect of the codes’ sparsity on the BER performance. In terms of the detection, MPAD has been introduced for supporting low-complexity detection, while achieving near-MLD performance. Our results also demonstrate that in addition to frequency diversity, the proposed SM/MC-SCDMA system attains space diversity by employing RAs. We also observed that there exists an optimal bit-sharing between the SSK and APM modulations. We demonstrated that the BER performance only slightly degrades at a user load of 200%, and the system performs best, when its dimension is large. The main conclusions of this chapter are summarized in Table 3.1.

In summary, our SM/MC-SCDMA scheme has the following merits. With the aid of SM, MC signalling and low-complexity MPAD, our SM/MC-SCDMA scheme has a compellingly low complexity, as shown in Table 3.1. As a benefit of SM, the transmitter of SM/MC-SCDMA can relax the inter-antenna synchronization specifications. Employing
sparse spreading beneficially mitigates the PAPR problem of MC signalling at the transmitter, while enjoying the benefit of low-complexity MPAD at the receiver. With the advent of MC signalling and multiple RAs, the performance of SM/MC-SCDMA systems benefits from both space- and frequency-diversity. Lastly, the introduction of the low-complexity MPAD allows SM/MC-SCDMA systems to achieve near-MLD performance, even when the systems are heavily loaded, operating at loading factors as high as two or even higher. Owing to these merits, SM/MC-SCDMA constitutes a promising MA scheme for ultra-dense device-centric wireless systems requiring massive connectivity.

Furthermore, in this chapter we have compared the BER performance of our SM/MC-SCDMA and its generalized counterpart SM/MC-SCMA, showing that an extra shaping gain is attained by the latter.

However, both Chapters 2 and 3 are based on the assumption that all the users in the system are active simultaneously in each symbol duration, which is highly unlikely in the practical mMTC scenarios, where the users become active in a sporadic pattern. Hence, investigating the joint user activity and data detection will be our next research target, which will be discussed in more detail in the next chapter.
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Figure 4.1: The relationship of Chapter 4 with the rest of the thesis.
4.1 Introduction

Both Chapters 2 and 3, as well as the contributions summarized in Table 1.3 have comprehensively investigated the family of SM-NOMA schemes. However, in practical massive Machine-Type Communication (mMTC) scenarios, the uplink tele-traffic is usually sporadic, where a ‘massive’ number of devices - potentially on the order of say a million or so - may connect to the base station (BS) [1,3,137], but each of them tends to transmit its signals to the BS at a low activity rate and at a low data rate [85].

Another challenge encountered in the mMTC scenario is the requirement of low latency, completed with their sporadic transmission pattern. The classic grant-based legacy access schemes require extra resources, such as time-slots for requesting access grant, which imposes extra latency. This is clearly undesirable for mMTC. Hence, grant-free access schemes are more promising in terms of satisfying the stringent low-latency requirements, whilst simultaneously supporting sporadic uplink transmissions without imposing any overhead. However, when incorporating grant-free transmissions, the receiver has to promptly detect both the user activity and the transmitted data.

In most mMTC scenarios, only a very small fraction of user devices is active at a time. This sparse activity of the grant-free NOMA systems inspired the application of compressive sensing (CS) algorithms [86], leading to the design of a range of low-complexity multi-user detectors [88–90,92–94], which have been summarized in Table 1.4. In these CS-based detectors, the orthogonal matching pursuit (OMP) [95], subspace pursuit (SP) [96] and compressive sampling matching pursuit (CoSaMP) [97] have been adopted.

The benefit of SM-NOMA may be further enhanced in mMTC scenarios, where data are transmitted at a relatively low rate. However, the majority of SM-NOMA systems proposed in the literature are based on the simplifying assumption that all users are always active, which is highly unlikely in practical mMTC scenarios. Although the SM-NOMA schemes proposed in [91] astutely solved the user activity detection problem, they made the idealized simplifying assumption that the receiver has perfect knowledge of the number of active users, which prevents their application in the face of the realistic uncertainty encountered in grant-free mMTC scenarios. Additionally, in [91], flat-fading uplink transmission was assumed, whilst realistic mMTC systems experience correlated frequency-selective fading.

Against this background, our inspiration is to conceive powerful SM/MC-NOMA schemes for the realistic grant-free access scenarios of next generation systems by dispensing with the idealized simplifying assumptions routinely exploited at the current state-of-the-art. Crisply and explicitly, the main contributions of this chapter are contrasted to the literature in Table 4.1 and are summarized as follows.
### Table 4.1: Overview of existing literature on the grant-free NOMA system.

<table>
<thead>
<tr>
<th>Contributions</th>
<th>This work</th>
<th>[13]</th>
<th>[14]</th>
<th>[15]</th>
<th>[16]</th>
<th>[17]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated with property of SM</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Unknown number of active users</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Perfect channel state information (CSI)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Imperfect CSI</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Frequency-selective fading channels</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fixed number of users identified in each iteration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Adaptive number of users identified in each iteration</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>More accurate symbol mapping</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Multi-carrier (MC) transmission</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
• We propose an uplink SM/MC-NOMA scheme for supporting large-scale grant-
free multiple access for next-generation wireless communications. The proposed
SM/MC-NOMA scheme gleans diversity gains from the often independently-fading
frequency- and spatial-domains. SM is employed for reducing the number of R-
F chains, while nonorthogonal FD spreading attains FD diversity gains for MC
transmission over frequency-selective fading channels. In contrast to the existing
research on SM-NOMA uplink transmissions, which assumes that all users are ac-
tive all the time and transmit their data to the BS, we assume grant-free uplink
transmission, where each user only becomes active at a small activation probability.

• In order to identify the active users and detect their transmitted data, an iterative
Joint Multiuser Matching Pursuit (JMuMP) detector is proposed based on the SP
algorithm of [96], which exploits the sparsity existing in both the user activity and
in the SM antenna domain. In contrast to the original SP detector of [96], which
recovers the user signals by exploiting the known activity at the receiver, the num-
ber of active users is estimated by our JMuMP detector before the detection of
data conveyed by the space-shift keying (SSK) and the classic APM symbols, with
the SSK data detection being intrinsically integrated into the active user identi-
fication process. Furthermore, a beneficial symbol mapping approach is proposed
and integrated into our JMuMP detector.

• We also conceive an Adaptive MuMP (AMuMP) detector, which does not require
the a priori knowledge of the user activity at the receiver, and yet further improves
the bit error rate (BER) performance of the SM/MC-NOMA system employing
the JMuMP detector. Naturally, this is achieved at the cost of a higher detection
complexity and latency. In the proposed AMuMP detector, both the active users
as well as their data are iteratively detected, until both the active users and their
data are deemed to be reliably detected. This is more realistic, but also more
challenging than the JMuMP philosophy of assuming that the number of users
identified in each iteration remains unchanged. We demonstrate that the AMuMP
scheme provides more reliable detection than the JMuMP detector, even when the
user activation probability is as high as \( p = 0.3 \).

• The BER vs complexity trade-off of our SM/MC-NOMA system employing the
JMuMP and AMuMP detectors is demonstrated by simulation results.

The rest of this chapter is structured as follows. Section 4.2 describes the system model
of the proposed SM/MC-NOMA scheme, whereas Section 4.3 overviews the CS-based
multiuser detectors. Following this, the proposed JMuMP and AMuMP detection algo-
rithms are detailed in Sections 4.4 and 4.5, respectively. Then Section 4.6 characterizes
the system performance in terms of its BER and computational complexity. Finally,
Section VI provides our main conclusions and future research ideas.
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Notations: In this chapter, the calligraphic letters $\mathcal{X}$ represent sets. The uppercase and lowercase boldface letters, $\mathbf{X}$ and $\mathbf{x}$, denote matrices and vectors, respectively. The calligraphic subscripts of the boldface letters $\mathbf{X}_\mathcal{X}$ and $\mathbf{x}_\mathcal{X}$ denote the column entries of $\mathbf{X}$ in the set $\mathcal{X}$, and the elements of $\mathbf{x}$ with indices in the set $\mathcal{X}$, respectively. Additionally, $(\cdot)^{-1}$, $(\cdot)^T$, and $(\cdot)^H$ represent matrix inversion, transpose, and Hermitian transpose operations, respectively. Furthermore, the $\ell_n$-norm operation is expressed as $\| \cdot \|_n$.

4.2 System Model

In this section, we detail our uplink SM/MC-NOMA system supporting $K$ potential users, each with an activation probability of $p$ ($p \ll 1$). We assume that the channels of the active users experience frequency selective fading having $L$ resolvable paths in the time domain (TD). Below we detail the transmitter and receiver models in Section 4.2.1, and 4.2.2, respectively, along with the assumptions used in our investigations.

4.2.1 Transmitter Model

Figure 4.2: The transmitter schematic of our SM/MC-NOMA system, where the light-shaded diagrams represent the inactive users while the dark-shaded diagrams represent the active users.

We consider the single-cell uplink MC system of Fig. 4.2, under the following assumptions. Firstly, the system supports $K$ potential users to communicate with a BS, and each user has a small and independent activation probability $p$ ($p \ll 1$), yielding $K_a \ll K$ active users at a given time. Secondly, we assume that each of the $K$ users employs $M_1$ TAs, which have the indices of $\{1, \cdots, M_1\}$. By contrast, the BS has $U$ receive antennas (RAs). When the $k$-th user becomes active, it transmits $b$-bit information symbols,
using $M_1$-ary SSK and $M_2$-ary quadrature amplitude modulation (QAM), which is the most well-known modulation scheme of the APM family. Specifically, the first $b_1$ bits are conveyed by $M_1$SSK relying on a ‘spatial constellation’ of $S_1 = \{1, \cdots, M_1\}$, whereas the remaining $b_2 = (b - b_1)$ bits are conveyed by $M_2$QAM [20]. In other words, the $M_1$-ary symbol $s_{k1} \in S_1$ activates the $s_{k1}$-th TA to transmit the $M_2$-ary QAM symbol $s_{k2} \in S_2$, where $S_2 = \{a_1, a_2, \cdots, a_{M_2}\}$ represents the $M_2$QAM constellation set, after sparse spreading, as shown in Fig. 4.2. We assume random spreading code pre-assigned to user $k$ in the form of $c_k = [c_{k1}, c_{k2}, \ldots, c_{kN}]^T$, where $N$ is the number of subcarriers. Note that if we replace the random spreading code by the sparse spreading code, where most elements in $c_k$ are zeros, we have a LDS-based code division multiple access (LDS-CDMA) [10].

Let us denote the transmitted symbol of user $k$ by $x_k$, which is selected from the set of $S = S_1 \otimes S_2 \cup 0$, where $\otimes$ denotes the Kronecker product [29] so that $S$ is a set consisting of all the $M = M_1 M_2$ different combinations of the elements in $S_1$ and those in $S_2$, as well as a symbol 0, which is added to indicate inactive users. Following the transmit signal processing operations, which include the inverse fast Fourier transform (IFFT), parallel-to-serial (P/S) conversion, and cyclic prefix (CP) attachment, the signal of an active user $k$ is transmitted from the $s_{k1}$-th TA, activated by the $M_1$SSK symbol $s_{k1}$.

### 4.2.2 Receiver Model

Let us express the channel impulse response (CIR) $h_{s_{k1}}^{(u)}$ between the $s_{k1}$-th TA of the $k$-th active user and the $u$-th RA at the BS as

$$h_{s_{k1}}^{(u)} = [h_{s_{k1},0}^{(u)}, h_{s_{k1},1}^{(u)}, \cdots, h_{s_{k1},L-1}^{(u)}]^T,$$

$$s_{k1} = 1, 2, \ldots, M_1; u = 1, 2, \cdots, U; k = 1, 2, \cdots, K,$$

where $h_{s_{k1}}^{(u)}$ are independent identically distributed (iid) complex Gaussian random variables with zero mean and a variance of $0.5/L$ per dimension. The schematic diagram of the receiver is shown in Fig. 4.3. According to the classic MC reception [103], including

**Figure 4.3:** The receiver schematic of our grant-free SM/MC-NOMA system.
sampling, CP-removal and FFT-based demodulation, the \((N \times 1)\) received observations \(y_u\) at the \(u\)-th RA can be expressed as

\[
y_u = \sum_{k=1}^{K} C_k \hat{h}_{s_{k1}}^{(u)} s_{k2} + n_u, \quad u = 1, 2, \ldots, U,
\]

where \(C_k = \text{diag}\{c_k\}\) is a \((N \times N)\) diagonal matrix and the \((N \times 1)\)-dimensional FD channel transfer function (FDCHTF) \(\hat{h}_{s_{k1}}^{(u)}\) experienced by the \(N\) subcarriers can be expressed as \([103]\)

\[
\hat{h}_{s_{k1}}^{(u)} = \mathcal{F}\Phi_L h_{s_{k1}}^{(u)},
\]

where \(\Phi_L\) is a \((N \times L)\)-element mapping matrix constructed by the first \(L\) columns of the \((N \times N)\) identity matrix \(I_N\), and \(\mathcal{F}\) is the \((N \times N)\) FFT matrix having the property of \(\mathcal{F}\mathcal{F}^H = \mathcal{F}^H\mathcal{F} = NI_N\). Now the channel \(h_{s_{k1}}^{(u)}\) experiences frequency-selective Rayleigh fading, having \(L\) CIR taps in the TD. In (4.2), the noise vector \(n_u\) obeys the zero-mean complex Gaussian distribution with a covariance matrix of \(2\sigma^2 I_N\), expressed as \(CN(0, 2\sigma^2 I_N)\), where \(\sigma^2 = 1/(2\gamma)\), \(\gamma = b\gamma_0\) denotes the signal-to-noise ratio (SNR) per symbol, while \(\gamma_0\) is the SNR per bit.

Let \(y = [y_1^T, y_2^T, \ldots, y_U^T]^T\), \(\hat{h}_{s_{k1}} = \begin{bmatrix} (\hat{h}_{s_{k1}})_{(1)}^T, (\hat{h}_{s_{k1}})_{(2)}^T, \ldots, (\hat{h}_{s_{k1}})_{(K)}^T \end{bmatrix}^T\) and \(n = [n_1^T, n_2^T, \ldots, n_U^T]^T\), which are all \(UN\)-dimensional vectors. Then, it can be shown that we have

\[
y = \sum_{k=1}^{K} (I_U \otimes C_k) \hat{h}_{s_{k1}} s_{k2} + n
\]

\[
= \sum_{k=1}^{K} (I_U \otimes C_k) \hat{h}_k e_{s_{k1}} s_{k2} + n
\]

\[
= \sum_{k=1}^{K} H_k x_k + n
\]

\[
= Hx + n,
\]

where \(\hat{H}_k = [\hat{h}_{1k}, \hat{h}_{2k}, \ldots, \hat{h}_{M_k}]\) is \((UN \times M_k)\)-dimensional, and \(\hat{h}_{mk}\) is in the form of (4.3) with \(s_{k1} = m\), \(e_{s_{k1}}\) is the \(s_{k1}\)-th column of \(I_{M_k}\). \(H_k = (I_U \otimes C_k) \hat{H}_k\), \(H = [H_1, H_2, \ldots, H_K]\), which is a \((UN \times M_1 K)\)-dimensional matrix. \(x_k = e_{s_{k1}} s_{k2}\), and finally, we have \(M_1 K\)-length \(x = [x_1^T, x_2^T, \ldots, x_K^T]^T = [e_{s_{11}} s_{12}, e_{s_{21}} s_{22}, \ldots, e_{s_{K1}} s_{K2}]^T\).

### 4.3 Overview of Compressive Sensing-Based Detectors

It may be observed from (4.4) that in the received signal, \(x\) is a \(M_1 K\)-length sparse vector with the non-zero elements representing the active users and \(H\) can be viewed as
a measurement matrix. Furthermore, (4.4) is a typical MIMO equation. Hence, some of the popular signal detection methods can be applied at the receiver for information recovery. Let us use \( \mathbf{x}, \mathbf{\hat{x}} \) and \( \mathbf{\tilde{x}} \) to represent the transmitted symbol vector, the possible candidates and the final estimated symbol vector, respectively. Then, the optimal maximum-likelihood (ML) detector finds the estimates of the transmitted symbols by visiting each legitimate solution via solving the following optimization problem:

\[
\hat{\mathbf{x}} = \arg \min_{\mathbf{\tilde{x}} \in S^K} \left\{ \| \mathbf{y} - \mathbf{H} \mathbf{\tilde{x}} \|_2^2 \right\},
\]  

where \( S^K \) represents all possible combinations of the constellation \( S \) of \( K \) users and where \( \| \cdot \|_2 \) represents the \( \ell_2 \)-norm.

It is widely recognized that the ML detector achieves the lower bound of the error probability at a full-search complexity. However, as mentioned above, \( \mathbf{x} \) is a sparse vector due to a) a low activation probability \( p \) per user, and b) the employment of SM. Therefore, CS-based signal recovery may be performed for low-complexity detection. Before we detail the corresponding CS-based detection, let us first consider the restricted isometry property (RIP) defined in [138], which determines whether the signal can or cannot be recovered with good performance by the CS-based detection. According to [138], the measurement matrix \( \mathbf{H} \) should satisfy the RIP condition expressed as

\[
(1 - \delta_{K_a}) \| \mathbf{x} \|_2^2 \leq \| \mathbf{H} \mathbf{x} \|_2^2 \leq (1 + \delta_{K_a}) \| \mathbf{x} \|_2^2, \forall \| \mathbf{x} \|_0 \leq K_a,
\]

where \( \| \cdot \|_0 \) represents the \( \ell_0 \)-norm and the constant obeys \( \delta_{K_a} \in (0, 1) \). The best-known matrices that have been proven to satisfy the RIP condition are the random matrices obeying either the Gaussian distribution, or those that are obtained from the Fourier ensemble [138]. In our system, each column of \( \mathbf{H} \) is independent and it is obtained after applying the FFT operation to the TD CIRs, hence the RIP requirement in general can be satisfied [139].

In the domain of CS-based detection, it may be inferred from (4.4) that the original CS recovery problem of estimating \( \mathbf{x} \) may also be formulated as [86]

\[
\min \| \mathbf{\tilde{x}} \|_0 \quad \text{s.t.} \quad \mathbf{y} = \mathbf{H} \mathbf{\tilde{x}} + \mathbf{n},
\]

However, the \( \ell_0 \) minimization has been shown to be non-convex and NP-hard. Hence, usually relaxation techniques are applied to make the optimization problem convex and solvable by employing low-complexity algorithms. In the literature, typically two categories of CS-based detectors have been studied, namely convex optimisation employing the \( \ell_1 \)-norm [87], and greedy algorithms adopting \( \ell_2 \)-norm optimization [95–97]. However, the \( \ell_1 \)-norm optimization still leads to high computational complexity [87]. Therefore, we focus our attention on the greedy algorithm, which iteratively identifies the support set in a greedy manner using for example the classic least square (LS) algorithm, and performs
\( \ell_2 \)-norm based optimisation. Furthermore, the greedy algorithm-assisted detector has a linearly increasing complexity as a function of the search space size, but unfortunately it is prone to avalanche-like error propagation, owing to its serial detection process.

To be more specific, in this section, we first propose our JMuMP detector for the grant-free SM/MC-NOMA system in Section 4.4.1. Explicitly, we conceive an appropriately modified SP algorithm [96], which improves the signal detection accuracy, and tailor it for SM. Then, the corresponding termination criteria will be detailed in Section 4.4.2.

### 4.4 Joint Multiuser Matching Pursuit Detection

#### 4.4.1 Description of our Joint Multiuser Matching Pursuit detection

The proposed JMuMP detector is developed by appropriately tailoring the iterative SP algorithm of [96], which is capable of recovering signals having known sparsity, whilst outperforming the conventional OMP algorithm of [95].

Again, the proposed JMuMP detector relies on similar operations to those of the SP algorithm, which are evolved further into a bespoke version tailor-made for SM. As a further benefit, it does not require the knowledge of the active user indices. In other words, it accomplishes joint active user and data detection. In our JMuMP detection, the sparsity of the received signal is first estimated according to the activation probability \( p \).

In detail, the JMuMP detector operates as follows.

- **Step 1:**

Since the receiver does not have the knowledge of the number \( K_a \) of active users, the JMuMP detector commences its action by estimating the number of active users \( K_e \), based on the activation probability \( p \) that is known to the receiver, in order to infer the grade of sparsity inherent in the received signal. In this case, the probability \( \varepsilon \) that the number of active users is higher than \( K_e \) is given by

\[
\varepsilon = 1 - \sum_{k=0}^{K_e} \binom{K}{k} p^k (1 - p)^{K - k},
\]

which may be interpreted as the outage probability (OP), when the receiver assumes that there are \( K_e \) active users. Hence, if we fix \( \varepsilon \) to a sufficiently low value, such as, \( 10^{-5} \), then the OP is negligible. Hence, we may assume that the maximum number of active users at any time does not exceed \( K_e \), which gives a relative sparsity of at most \( K_e / K \) for the operation of the SP algorithm, as detailed below, until any termination criterion to be detailed in Section 4.4.2 is met.
Algorithm 1 JMuMP detector

Input:
- Received observations $y$, user activation probability $p$ and CIR $H$

Output:
- Detected symbols $\hat{x}$.

Initialization: $i = 1, \mathbf{r}^{(0)} = y, \mathcal{F}^{(0)} = \emptyset$, outage probability $\varepsilon$,

1: Calculate $K_e$ using (4.8) for given $\varepsilon$;
2: while $i \leq I$ do
3: $t^{(i)} = H^H \mathbf{r}^{(i-1)}$;
4: for $k = 1, 2, \ldots, K$ do
5: $T^{(i)}_k = \max(|t^{(i)}_k|, 1)$;
6: end for
7: $\mathcal{T}^{(i)} = \mathcal{T}^{(i)}_1 \cup \mathcal{T}^{(i)}_2 \cup \cdots \cup \mathcal{T}^{(i)}_K$;
8: $\mathcal{M}^{(i)} = \max(|t^{(i)}_k|, K_e)$;
9: $\mathcal{Y}^{(i)} = \mathcal{M}^{(i)} \cup \mathcal{F}^{(i-1)}$;
10: $\mathbf{x}^{(i)}_{\mathcal{Y}^{(i)}} = (H^H_{\mathcal{Y}^{(i)}} H_{\mathcal{Y}^{(i)}})^{-1} H^H_{\mathcal{Y}^{(i)}} y$;
11: $\mathbf{x}^{(i)}_{\emptyset} = 0$;
12: for $k = 1, 2, \ldots, K$ do
13: $\hat{x}^{(i)}_k = \arg \min_{x \in \mathcal{S}, 0} \|x^{(i)}_k - \hat{x}^{(i)}_k\|_2$;
14: if $\hat{x}^{(i)}_k \neq 0$ then
15: $B^{(i)}_k = \max(|\hat{x}^{(i)}_k|, 1)$;
16: $d^{(i)}_k = |x^{(i)}_k - \hat{x}^{(i)}_k|$;
17: else
18: $B^{(i)}_k = \emptyset$;
19: end if
20: end for
21: $\mathcal{B}^{(i)} = \mathcal{B}^{(i)}_1 \cup \mathcal{B}^{(i)}_2 \cup \cdots \cup \mathcal{B}^{(i)}_K$;
22: $\mathcal{F}^{(i)} = \min(\mathcal{B}^{(i)}_k, K_e)$;
23: $\mathbf{r}^{(i)} = y - H_{\mathcal{Y}^{(i)}} \hat{x}^{(i)}_{\mathcal{Y}^{(i)}}$;
24: if $\|\mathbf{r}^{(i)}\|_2 < \beta U \sigma^2$ then
25: break;
26: end if
27: if $\|\mathbf{r}^{(i)}\|_2 \geq \|\mathbf{r}^{(i-1)}\|_2$ then
28: break;
29: end if
30: $i = i + 1$;
31: end while
32: return Detected symbol $\hat{x}$.  
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• Step 2:

We then proceed by determining the indices of the most-likely active users. Hence, we subject the received signal $\mathbf{y}$ to matched filtering (MF), at the first iteration to obtain a vector $\mathbf{t}^{(1)}$

$$\mathbf{t}^{(1)} = \mathbf{H}^H \mathbf{y} = (\mathbf{H}^H \mathbf{H}) \mathbf{x} + \mathbf{H}^H \mathbf{n}. \quad (4.9)$$

Notably, the signals received from the active users have a significantly higher power than all other hypothetical signals received from the inactive users, who have zero transmit power. Therefore, we can distinguish the signals received from the active users and that from the inactive users based on the power difference of the elements in $\mathbf{t}^{(1)}$. More specifically, if we define the absolute value of the $n$-th element of the vector $\mathbf{t}^{(1)}$ as $|t^{(1)}_n|$, then $|\mathbf{t}^{(1)}|$ represents the absolute values of each element in $\mathbf{t}^{(1)}$. A higher $|t^{(1)}_n|$ indicates a higher signal power and the corresponding user is more likely to be active.

It is now time for us to exploit that the SSK modulation restricts the distribution of the potential active signals, where among the $[(k - 1)M_1 + 1]$-st to $kM_1$-th elements in $\mathbf{t}^{(1)}$ transmitted by user $k$ ($k = 1, 2, \cdots, K$), at most one element contains non-zero value. Therefore, in contrast to the SP algorithm, which identifies the active users by tentatively considering all the $KM_1$ elements in $\mathbf{t}^{(1)}$, we instead identify the highest receive signal value in $|\mathbf{t}^{(1)}_k| = [|t^{(1)}_{(k-1)M_1 + 1}|, \cdots, |t^{(1)}_{kM_1}|]^T$ for each possible user $k$, and store the corresponding index in the set $\mathcal{T}^{(1)}_k$, which is expressed as

$$\mathcal{T}^{(1)}_k = \max(|\mathbf{t}^{(1)}_k|, 1), \quad (4.10)$$

where $\max(a, b)$ represents the operation of selecting $b$ largest elements from $a$. Then the indices of the highest received signal for all the $K$ users are stored in $\mathcal{T}^{(1)}$ as follows:

$$\mathcal{T}^{(1)} = \mathcal{T}^{(1)}_1 \cup \mathcal{T}^{(1)}_2 \cup \cdots \cup \mathcal{T}^{(1)}_K. \quad (4.11)$$

Then, during the first iteration of the JMuMP algorithm, the $K_e$ largest elements in $|\mathbf{t}^{(1)}_{\mathcal{T}(1)}|$ are identified in order to form the candidate set $\mathcal{M}^{(1)}$, formulated as

$$\mathcal{M}^{(1)} = \max(|\mathbf{t}^{(1)}_{\mathcal{T}(1)}|, K_e). \quad (4.12)$$

We should note that due to the non-negligible cross-correlation between user signals, both false-alarms and misidentifications may occur. In this case, the identified users in the set $\mathcal{M}^{(1)}$ may not actually be the active users. However, this inaccuracy will be mitigated later by the symbol detection stage of Step 4.

• Step 3:
Once the potential active users have been identified, classic LS estimation can be performed in order to detect the symbols sent by these potential active users, whose indices are in the set of $\mathcal{M}^{(1)}$, by minimizing $\|H_{\mathcal{M}^{(1)}} \hat{x}_{\mathcal{M}^{(1)}} - y\|^2$, where $H_{\mathcal{M}^{(1)}}$ is structured by the column entries of $H$ corresponding to the set $\mathcal{M}^{(1)}$, and $\hat{x}_{\mathcal{M}^{(1)}}$ represents the elements of $\hat{x}$ having the indices provided by the set $\mathcal{M}^{(1)}$. Therefore, the LS estimate of $x_{\mathcal{M}^{(1)}}$ given by the first iteration is formulated as:

$$x_{\mathcal{M}^{(1)}}^{(1)} = (H_{\mathcal{M}^{(1)}}^H H_{\mathcal{M}^{(1)}})^{-1} H_{\mathcal{M}^{(1)}}^H y.$$  (4.13)

For all remaining $(KM_1 - K_e)$ elements not in the candidate set $\mathcal{M}^{(1)}$, their values can be set to $x_{\mathcal{M}^{(1)}}^{(1)} = 0$. Furthermore, by combining $x_{\mathcal{M}^{(1)}}^{(1)}$ and $x_{\bar{\mathcal{M}}^{(1)}}^{(1)}$, we can obtain an estimate $x^{(1)}$ for the transmitted SM signals of all the users.

- **Step 4:**

Following the classic LS estimation, the elements in $x_{\mathcal{M}^{(1)}}^{(1)}$ are then mapped to the constellation $\mathcal{S} \cup \mathbf{0}$. More specifically, based on $x^{(1)}$, we can obtain $x^{(1)}_k$ for user $k$, which is given by $M_1$ elements of $x^{(1)}$ spanning from $[(k - 1)M_1 + 1]$ to $kM_1$. At this stage, if $x^{(1)}_k = 0$, user $k$ is deemed to be inactive. However, if $x^{(1)}_k \neq 0$, user $k$ may potentially be active or inactive. Hence, a further detection stage is required for recovering the $M_1$SSK and $M_2$QAM symbol. Specifically, given $x^{(1)}_k$, this detection process can be formulated as:

$$\hat{x}^{(1)}_k = \arg \min_{\tilde{x}_k \in \mathcal{S} \cup \mathbf{0}} \|x^{(1)}_k - \tilde{x}\|_2^2,$$  (4.14)

where if $\hat{x}_k = 0$ is detected, the $k$-th user is deemed to be inactive. In this way, the misidentification problem encountered at **Step 2** will be circumvented.

- **Step 5:**

Then, the residual signal $r^{(1)}$ of the current iteration is obtained as

$$r^{(1)} = y - H_{\mathcal{M}^{(1)}} \hat{x}_{\mathcal{M}^{(1)}}.$$  (4.15)

Finally, after the first iteration, the indices of the tentatively identified users are stored in a set $\mathcal{F}^{(1)}$, i.e. $\mathcal{F}^{(1)} = \mathcal{M}^{(1)}$. The corresponding estimated SSK/QAM symbols are then expressed as $\hat{x}_{\mathcal{F}^{(1)}}$. Note that $\mathcal{F}^{(i)}, i = 1, 2, \cdots, I$, where $I$ denotes the maximum number of iterations, is a set containing the indices of the $K_e$ active users estimated during the algorithm. After the termination of the algorithm, the indices of the finally identified $K_e$ users are given by the set $\mathcal{F}$. 


Following the first iteration, during the \( i \)-th iteration (\( i \in [2, I] \)), similar operations to those of the first iteration are performed. To be more specific, at Step 2, a MF processing is performed on the residual \( r^{(i-1)} \) obtained from the \((i - 1)\)-st iteration in the form of (4.15), yielding

\[
t^{(i)} = H^H r^{(i-1)} = H^H \left( y - H x^{(i-1)}_{\mathcal{F}^{(i-1)}} \right).
\]  (4.16)

Then, after identifying the largest element in \( |t^{(i)}_k| \) to form a candidate index set \( \mathcal{T}^{(i)} \) following (4.10) and (4.11), a set \( \mathcal{M}^{(i)} \) is obtained from the \( K_e \) largest elements in \( |t^{(i)}_{\mathcal{T}^{(i)}}| \), expressed as

\[
\mathcal{M}^{(i)} = \max(|t^{(i)}_{\mathcal{T}^{(i)}}|, K_e).
\]  (4.17)

These indices identified in \( \mathcal{M}^{(i)} \) are merged with the indices in \( \mathcal{F}^{(i-1)} \) for forming a set as \( \mathcal{V}^{(i)} = \mathcal{M}^{(i)} \cup \mathcal{F}^{(i-1)} \), which has at most \( 2K_e \) indices. Then, based on \( \mathcal{V}^{(i)} \), the algorithm performs the classic LS estimation at Step 3, yielding the estimate of \( x^{(i)}_{\mathcal{V}^{(i)}} \) expressed as

\[
x^{(i)}_{\mathcal{V}^{(i)}} = (H_{\mathcal{V}^{(i)}}^H H_{\mathcal{V}^{(i)}})^{-1} H_{\mathcal{V}^{(i)}}^H y.
\]  (4.18)

For the elements that are not in \( \mathcal{V}^{(i)} \), the values are set to \( x^{(i)}_{\mathcal{V}^{(i)}} = 0 \).

At Step 4, the classic constellation mapping is performed on the non-zero elements in \( x^{(i)} \), i.e. \( x^{(i)}_{\mathcal{V}^{(i)}} \), in order to recover the \( M_1 \)SSK and \( M_2 \)QAM symbols, expressed as

\[
\hat{x}^{(i)}_k = \arg \min_{\hat{x} \in \mathcal{S}, \hat{x} \neq \mathbf{0}} \| x^{(i)}_k - \hat{x} \|^2_2,
\]  (4.19)

Now, we have to update \( \mathcal{F}^{(i-1)} \) to \( \mathcal{F}^{(i)} \) by the reliability of identification and detection, measured according to the distance between the LS estimated signal and the mapped signal. In detail, if \( \hat{x}^{(i)}_k \neq \mathbf{0} \), then user \( k \) may be an active user. According to the principles of SM, at most one element in \( \hat{x}^{(i)}_k \) is a non-zero value. Hence, we only consider the distance between the non-zero LS estimated element in \( x^{(i)}_k \) and the detected non-zero element in \( \hat{x}^{(i)}_k \). This is obtained by first finding the largest element value in \( |x^{(i)}_k| \) for all \( \hat{x}^{(i)}_k \neq \mathbf{0} \) and storing its index in the set \( \mathcal{B}^{(i)}_k \) expressed as

\[
\mathcal{B}^{(i)}_k = \begin{cases} 
\max(|x^{(i)}_k|, 1), & \text{if } \hat{x}^{(i)}_k \neq \mathbf{0}; \\
\emptyset, & \text{else.}
\end{cases}
\]  (4.20)

Furthermore, let \( \mathcal{B}^{(i)} = \mathcal{B}^{(i)}_1 \cup \mathcal{B}^{(i)}_2 \cup \cdots \cup \mathcal{B}^{(i)}_K \). Then the distance between the non-zero LS estimated element and the detected element in the constellation for the specific users in the set \( \mathcal{B}^{(i)} \) is calculated as

\[
d^{(i)}_{\mathcal{B}^{(i)}_k} = |x^{(i)}_{\mathcal{B}^{(i)}_k} - \hat{x}^{(i)}_{\mathcal{B}^{(i)}_k}|.
\]  (4.21)
A smaller distance $d_{g_i}^{(i)}$ indicates a more reliable symbol recovery. Hence, $\mathcal{F}^{(i)}$ can be updated as

$$
\mathcal{F}^{(i)} = \min(d_{g_i}^{(i)}, K_e),
$$

(4.22)

where $\min(a, b)$ represents a function that returns the indices of the $b$ smallest elements in $a$.

Note that if the size of $\mathcal{B}^{(i)}$ is smaller than $K_e$, then the final set is updated with a size determined by $\mathcal{B}^{(i)}$. Finally, at the Step 5 of the $i$-th iteration, the residual signal is updated to $r^{(i)} = y - H_{\mathcal{F}^{(i)}} \hat{x}^{(i)}_{\mathcal{F}^{(i)}}$ for ensuring $(i + 1)$-st iteration.

Finally, after $I$ iterations, the JMuMP algorithm is terminated. A range of other termination criteria will be discussed in Section 4.4.2. In summary, the JMuMP algorithm is formally stated as Algorithm 1.

### 4.4.2 Termination Criteria for Joint Multiuser Matching Pursuit Detection

There are three plausible conditions for terminating the JMuMP algorithm, which may be jointly incorporated for striking an attractive performance vs complexity trade-off.

1. When the residual signal stops improving, i.e. when $\|r^{(i)}\|^2 \geq \|r^{(i-1)}\|^2$, implying that no columns in the residual $r^{(i)}$ have a significant amount of energy, the iteration stops.

2. When the residual power $\|r^{(i)}\|^2$ sinks below a certain a threshold $\beta U N \sigma^2$, where $\beta$ can be set to a small value, the iteration stops. Note that the threshold is set in harmony with the noise level $\sigma^2$ for the following reason. Let us assume that perfect recovery is achieved. Then the estimated signal can be expressed as

$$
\hat{x}_{\mathcal{F}} = x'_{\mathcal{F}} = (H_{\mathcal{F}}^H H_{\mathcal{F}})^{-1} H_{\mathcal{F}}^H y,
$$

(4.23)

where the superscript $(i)$ is omitted for the sake of simplicity. Then, the signal’s residual power can be expressed as

$$
\|r\|^2 = r^H r
= (y - H_{\mathcal{F}} x'_{\mathcal{F}})^H (y - H_{\mathcal{F}} x'_{\mathcal{F}})
= y^H y - y^H H_{\mathcal{F}} (H_{\mathcal{F}}^H H_{\mathcal{F}})^{-1} H_{\mathcal{F}}^H y.
$$

(4.24)
Substituting (4.15) into (4.24), we obtain

\[ \| \mathbf{r} \|_2^2 = \mathbf{x}^H \mathbf{H} \mathbf{H}^H \mathbf{x} + \mathbf{x}^H \mathbf{H} \mathbf{n} + \mathbf{n}^H \mathbf{H} \mathbf{x} + \mathbf{n}^H \mathbf{n} - \mathbf{x}^H \mathbf{H} \mathbf{H} \mathbf{F} (\mathbf{H} \mathbf{H}^H \mathbf{F})^{-1} \mathbf{H}^H \mathbf{x} - \mathbf{n}^H \mathbf{H} \mathbf{F} (\mathbf{H} \mathbf{H}^H \mathbf{F})^{-1} \mathbf{H}^H \mathbf{x} - \mathbf{n}^H \mathbf{H} \mathbf{F} (\mathbf{H} \mathbf{H}^H \mathbf{F})^{-1} \mathbf{H}^H \mathbf{n} \]  

(4.25)

The expectation of \( \| \mathbf{r} \|_2^2 \) can be shown to be

\[ E [ \| \mathbf{r} \|_2^2 ] = (UN - K_a) \sigma^2 + E [ \mathbf{x}^H \mathbf{H} \mathbf{H} \mathbf{x} ] - E [ \mathbf{x}^H \mathbf{H} \mathbf{H} \mathbf{F} (\mathbf{H} \mathbf{H}^H \mathbf{F})^{-1} \mathbf{H}^H \mathbf{x} ] . \]  

(4.26)

Since ideal recovery is assumed, we have \( \mathbf{H} \mathbf{x} = \mathbf{H} \mathbf{F} \mathbf{x} \mathbf{F} \). Hence, (4.26) can be simplified to

\[ E [ \| \mathbf{r} \|_2^2 ] = (UN - K_a) \sigma^2 . \]  

(4.27)

Based on (4.27), we can surmise that the iterations can be terminated if the residual \( \| \mathbf{r} \|_2^2 \) reaches a sufficiently small value, say approximately \( \beta UN \sigma^2 \) \((0 < \beta < 1)\). Furthermore, a smaller \( \beta \) may result in a better BER performance at the cost of imposing a higher complexity and a longer detection delay.

3. Finally, the detection process is terminated when the number of iterations reaches the limit \( \mathit{I} \). Our investigations have shown that \( \mathit{I} \) can be set to a value of \( \mathit{I} = 5 \), since the performance usually converges after about \( \mathit{I} = 3 \) iterations.

### 4.5 Adaptive Multiuser Matching Pursuit Detection

In this section, we propose another novel detector, referred to as the AMuMP detector, which does not require the knowledge of user activation probability \( p \) at the receiver. Instead of identifying \( K_e \) active users at each iteration, the AMuMP detector adopts the concept of the sparsity-adaptive matching pursuit (SAMP) algorithm proposed in [140], for identifying and detecting an arbitrary number of ‘likely-to-be-active’ users. The description and termination criteria of the AMuMP detector will be detailed in Sections 4.5.1 and 4.5.2, respectively.

**4.5.1 Description of the Adaptive Multiuser Matching Pursuit Detector**

The AMuMP algorithm is formally stated as Algorithm 2.
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• Step 1:

Identically to the JMuMP detector, the AMuMP detector first carries out the MF operation formulated in (4.9) applied to the received signal \( y \) in (4.4) at the beginning, obtaining a vector \( t^{(1)} \). As discussed in Section 4.4.1, a larger element value \(|t_n^{(1)}|\) in \( t^{(1)} \) indicates that the corresponding user is more likely to be active. Hence, by exploiting the nature of SM, a set \( T^{(1)} \) is formed for storing the highest value in \( t^{(1)} \) following (4.10) and (4.11). However, in contrast to our JMuMP detector of Section 4.4.1 that identifies and detects \( K_e \) candidates from \(|t^{(1)}_T|\), the AMuMP detector starts by identifying a much smaller number of potentially active users \( l = z \) \((z < K_a)\). Then the set of identified candidates is linearly expanded within one and over different iterations, until a certain termination criterion is met. In this way, a more accurate active user set may be constructed at the cost of an increased detection complexity and latency.

In more detail, the AMuMP detector relies on a small integer value \( z \) as its step size. Following the MF processing of the 1-st iteration, the \( z \) largest elements in \(|t^{(1)}_T|\) are identified, with the corresponding indices stored in the candidate set \( M^{(1)} \) and also in the set \( F^{(1)} \).

• Step 2 & 3:

After the LS estimation of \( x^{(1)}_{M^{(1)}} \) following (4.13), a further detection is performed for recovering the \( M_1 \) SSK and \( M_2 \) QAM symbols, as shown in (4.14).

• Step 4:

Then, the residual signal \( r^{(1)} = y - H_{M^{(1)}} \hat{x}^{(1)}_{M^{(1)}} \) is obtained and the AMuMP algorithm continues its iterations, as shown in Algorithm 2.

Specifically, during the Step 1 of the 2-nd iteration, MF processing of \( r^{(1)} \) is carried out to obtain \( t^{(2)} \) and \( T^{(2)} \) is formed for storing the largest element in \( t^{(2)}_k \) \((k = 1, 2, \ldots, K)\). Then \( l = z \) candidates are selected as the users corresponding to the \( l \) largest elements in \(|t^{(2)}_T|\). Then, as shown in Algorithm 2, these \( z \) candidates are merged with the set of \( z \) candidates obtained during the 1-st iteration, forming the set \( V^{(2)} \), which has at most \( 2z \) candidates.

Now, the AMuMP algorithm carries out the classic LS estimation following (4.18) at Step 2 and a further mapping process following (4.19) is applied to the candidates in \( V^{(2)} \) at Step 3, yielding \( x^{(2)}_{V^{(2)}} \) and \( \hat{x}^{(2)}_{V^{(2)}} \). Then, from the detected symbols in \( \hat{x}^{(2)}_{V^{(2)}} \), \( z \) candidates are selected according to the distance between the estimated and detected symbols, as shown in (4.20) and (4.21), in order to form the final candidate set of

\[
F^{(2)} = \min(d^{(2)}_{\hat{x}^{(2)}_{V^{(2)}}, z}).
(4.28)
\]
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Then, at Step 4, the residual signal is updated to \( r^{(2)} \) according to \( r^{(2)} = y - H_{\mathcal{F}(i)} \hat{x}_{\mathcal{F}(i)} \). To proceed from this point, depending on the specific values of \( |r^{(2)}|^2 \), there are different ways for the algorithm to continue.

Firstly, if we have \( |r^{(2)}|^2 < \beta UN \sigma^2 \) for a preset \( \beta \) value, implying that all active users have been identified, or if \( |r^{(1)}|^2 - \phi < |r^{(2)}|^2 < |r^{(1)}|^2 \), indicating no improvement of the most recent residual signal, the identification and detection process is deemed to be completed.

Secondly, if \( |r^{(2)}|^2 \geq |r^{(1)}|^2 \), there are likely to be more than \( l = z \) active users. Hence, the algorithm prepares to expand the set of active users by returning to line 6 of the algorithm, in order to obtain a new active user set \( \mathcal{F}^{(2)} \) having \( l = l + z \) candidates, expressed as \( \mathcal{F}^{(2)} = \min(\mathcal{B}_{\mathcal{F}(2)}, l) \). Then an updated residual \( r^{(2)} \) is prepared for the next stage of identification and detection.

Finally, if none of the above-mentioned conditions is met, implying that \( \beta UN \sigma^2 < |r^{(2)}|^2 < |r^{(1)}|^2 - \phi \), the algorithm proceeds to the third iteration and repeats the operations of the 2-nd iteration.

This process continues either until the above mentioned termination conditions are met, or until the maximum affordable number of iterations is reached.

It is plausible that the specific choice of the initial candidate set size is determined by the step size \( z \), which has to strike a trade-off between the detection latency, complexity and accuracy. When a smaller step size \( z \) is employed, the search for potential active users becomes slower, since a higher number of step size expansions are required to reach the size of the final candidate set, hence resulting in a higher detection complexity. As a benefit, a more accurate estimate will be obtained. These extra step size expansions have to be carried out serially, which also leads to an increased detection latency. By contrast, a higher step size \( z \) reduces the detection latency and complexity at the cost of less accurate estimation. This may also result in an error-floor problem, which will be demonstrated and analysed in Section 4.6.1.

### 4.5.2 Termination Criteria of the Adaptive Multiuser Matching Pursuit Algorithm

In general, there are three natural conditions of terminating the AMuMP algorithm, which may be jointly considered for striking an attractive performance vs complexity trade-off.

1. The first termination criterion is the same as that employed by the JMuMP, i.e. when \( |r^{(1)}|^2 < \beta UN \sigma^2 \), the detection is deemed to be completed.
Algorithm 2 AMuMP detector

Input:
Received observations $y$, CIR $H$ and step size $z$.

Output:
Detected symbol $\hat{x}$.

Initialization: $i = 1$, $l = z$, $r^{(0)} = y$, $F^{(0)} = \emptyset$, $V^{(0)} = \emptyset$.

while $i \leq I$ do

$t^{(i)} = H^H r^{(i-1)}$;

for $k = 1, 2, \ldots, K$ do

$T^{(i)} = \max(t^{(i)}_k, 1)$;

end for

$T^{(i)} = T^{(i)}_1 \cup T^{(i)}_2 \cup \ldots \cup T^{(i)}_K$;

$M^{(i)} = \max(t^{(i)}_k, l)$;

$V^{(i)} = M^{(i)} \cup F^{(i-1)}$;

$\bar{r}^{(i)} = (H^H V^{(i)} H V^{(i)})^{-1} H^H y$;

$\bar{x}^{(i)} = 0$;

for $k = 1, 2, \ldots, K$ do

$\hat{x}^{(i)}_k = \arg \min_{\tilde{x} \in S \cup 0} \|x^{(i)}_k - \tilde{x}\|_2^2$;

if $\hat{x}^{(i)}_k \neq 0$ then

$B^{(i)}_k = \max(\|\hat{x}^{(i)}_k\|, 1)$;

$d^{(i)}_k = \|x^{(i)}_k - \hat{x}^{(i)}_k\|_2$;

else

$B^{(i)}_k = \emptyset$;

end if

end for

$F^{(i)} = \min(d^{(i)}_k, l)$;

$r^{(i)} = y - H F^{(i)} \bar{x}^{(i)}$;

if $\|r^{(i)}\|_2^2 < \beta U N \sigma^2$ then

break;

end if

if $\|r^{(i-1)}\|_2^2 - \|r^{(i)}\|_2^2 < \varphi$ then

break;

end if

if $\|r^{(i)}\|_2^2 \geq \|r^{(i-1)}\|_2^2$ then

$l = l + z$;

go to line 6;

end if

$i = i + 1$;

end while

return Detected symbol $\hat{x}$.
2. If the residual signal reduction becomes limited, i.e., if \( \| r^{(i-1)} \|_2^2 - \| r^{(i)} \|_2^2 < \varphi \), where \( \varphi \) is a small threshold, it is assumed to be due to the noise imposed on the inactive users. Hence, the AMuMP algorithm is terminated for avoiding excessive expansion of the active user set. In the following simulations in Section 4.6.1, \( \varphi \) is fixed at 0.1.

3. Finally, the AMuMP detection terminates, when the number of iterations reaches the maximum limit \( I \). Again, in our simulations, we set \( I = 5 \).

4.6 Performance Results and Discussion

In this section, the BER vs complexity of the JMuMP and the AMuMP detectors is analyzed for the grant-free SM/MC-NOMA system in Sections 4.6.1 and 4.6.2.

4.6.1 Bit Error Rate Performance

Let us commence by investigating the impact of \( K_e \) on the system performance. Figs. 4.4 and 4.5 compare the BER performance of our JMuMP detector for different \( K_e \) values for transmission over an \( L = 16 \)-path frequency selective channel to that of the SP algorithm [96], where the latter has perfect knowledge of the number \( K_a \) of active users at the receiver. The \( 128 \times 128 \) SM/MC-NOMA system of Figs. 4.4 and 4.5 adopts \( N = 128 \) subcarriers to support \( K = 128 \) users equipped with 4 TAs, where 4QAM and 16QAM are employed in Figs. 4.4 and 4.5, respectively. Each user of the SM/MC-NOMA system is randomly activated with an activation probability of \( p = 0.1 \). Here, in the case of \( p = 0.1 \), \( K_e = 22 \) indicates that the probability of having more than \( K_e = 22 \) active users is below \( 10^{-4} \), which corresponds to the \( \varepsilon \) of (4.8) discussed in Section 4.4.1. Similarly, \( K_e = 25 \) ensures having \( \varepsilon \leq 10^{-5} \). If the receiver has perfect knowledge of \( K_a \), then instead of \( K_e \) users, \( K_a \) users are identified and detected in each iteration by the SP algorithm, as shown in Figs. 4.4 and 4.5. We can see that although JMuMP using \( K_e = 25 \) achieves better BER performance than that with \( K_e = 22 \), it also includes a higher detection complexity, since \( K_e \) determines the column size of \( H \). Additionally, as shown in Fig. 4.4, in the case of \( U = 1 \) RA, there is an approximately 1 dB degradation at a BER of \( 10^{-3} \) for our JMuMP detector, compared to the SP detector that has perfect a priori knowledge of the user activity. Furthermore, a maximum of 1 dB SNR difference is seen between the SP detector and the JMuMP detector using \( K_e = 25 \) at a BER of \( 10^{-4} \) when \( U = 2 \) RAs are employed. However, the JMuMP detector using \( K_e = 22 \) still suffers from an error floor formation around BER= \( 10^{-4} \).

The BER performance of AMuMP detection with \( z = 4 \) is also shown in Fig. 4.4. We can see that the error floor can be mitigated when the AMuMP detector is employed. The influence of the initial candidate set size \( z \) on AMuMP detection is demonstrated in
Figure 4.4: BER performance of the JMuMP and AMuMP detectors for a $128 \times 128$ SM/MC-NOMA system for transmission over an $L = 16$-path frequency-selective Rayleigh fading channel, where $p = 0.1$, 4SSK and 4QAM are employed.

Figure 4.5: BER performance of the JMuMP and AMuMP detectors for a $128 \times 128$ SM/MC-NOMA system for transmission over an $L = 16$-path frequency-selective Rayleigh fading channel, where $p = 0.1$, 4SSK and 16QAM are employed.
Fig. 4.6, where a higher activation probability of \( p = 0.2 \) is considered and \( U = 2 \) RAs are employed. While a better BER performance is obtained with a smaller \( z \) in the lower SNR regions, an error floor occurs when the step size is too small, e.g., \( z = 2 \), since the success of signal detection in the later iterations critically depends on the accuracy of user cancellation in the previous iterations.

Fig. 4.7 investigates the influence of \( \beta = 0.01, 0.1, 0.2 \) and 0.5 on the proposed JMuMP detector, where the other parameters employed in Fig. 4.7 are the same as those in Fig. 3. It can be observed from Fig. 4.7 that while a higher \( \beta \) results in better BER performance in the low SNR region, it suffers from a higher error floor. By contrast, the JMuMP detector associated with \( \beta = 0.1 \) and that with 0.01 achieve similar BER performance, which is superior to that associated with \( \beta = 0.2 \) or 0.5 after \( \text{SNR} = 6 \) dB. Hence, \( \beta = 0.1 \) is sufficient for the JMuMP detector in practical implementations. Similarly, the proposed AMuMP detector using \( \beta = 0.1 \) also achieves the best performance among the different \( \beta \) values, but we omit the simulation results, since they exhibit very similar trends to those of Fig. 4.7.

Figs. 4.8 and 4.9 compare the BER performance of a \( 128 \times 192 \) SM/MC-NOMA system using \( N = 128 \) subcarriers to support \( K = 192 \) users, which employs the JMuMP and AMuMP detectors, respectively, in conjunction with different user activation probabilities for transmission over an \( L = 16 \)-path frequency-selective Rayleigh fading channel, where \( K_e \) is carefully selected for ensuring \( \epsilon \leq 10^{-5} \) for JMuMP and \( z = 4 \) is chosen for
AMuMP detection. We can see from Fig. 4.8 that in the case of $U = 1$ RA, as $p$ increases, the average number of active users $K_a$ increases, which prevents the system from maintaining a good sparsity. Therefore, JMuMP detection suffers from a pronounced error floor formulation. The increase of RAs to $U = 2$ does mitigate the error floor, hence allowing the system to maintain good performance up to $p = 0.3$.

By contrast, as shown in Fig. 4.9, when AMuMP detection is employed, the error floor formation is clearly mitigated, with all the system parameters remaining the same as those in Fig. 4.8. The $128 \times 192$ SM/MC-NOMA system using $U = 2$ RAs employing $z = 4$ and the AMuMP detector is capable of supporting up to $p = 0.30$ user activation probability, which indicates that on average 58 users are active at a time. This is in contrast to the $128 \times 192$ SM/MC-NOMA system using $U = 2$ RAs employing the JMuMP detector, where an error floor appears after a $p = 0.3$ user activation probability. Furthermore, while JMuMP requires the knowledge of the activation probability $p$ at the receiver, the AMuMP detector does not require the knowledge of $p$.

### 4.6.2 Complexity

Let us now discuss the detection complexity of the proposed JMuMP and AMuMP detectors by quantifying the number of floating point operations (FLOPs) required for completing the iterative detection process. Let us first define the number of FLOPs required for matrix or vector multiplication, addition and norm calculations [141]. Given...
Figure 4.8: BER performance of the JMuMP detector for a $128 \times 192$ SM/MC-NOMA system with different user activation probabilities for transmission over an $L = 16$-path frequency-selective Rayleigh fading channel, where 4SSK and 4QAM are employed.

Figure 4.9: BER performance of the AMuMP detector for a $128 \times 192$ SM/MC-NOMA system with different user activation probabilities for transmission over an $L = 16$-path frequency-selective Rayleigh fading channel, where 4SSK and 4QAM are employed.
\( \mathbf{c}, \mathbf{d} \in \mathbb{C}^{n \times 1}, \mathbf{A} \in \mathbb{C}^{m \times n} \) and \( \mathbf{B} \in \mathbb{C}^{n \times p} \), the operation of \( \mathbf{c} \pm \mathbf{d} \) requires \( 2n \) FLOPs, \( \mathbf{A} \times \mathbf{B} \) requires \( 8mp - 2mp \) FLOPs and \( \|\mathbf{c}\|^2 \) requires \( (4n - 1) \) FLOPs.

The computations in each iteration of JMuMP detection are comprised of four steps: the MF processing, the LS estimation, the constellation mapping and the residual computation. Firstly, during the MF processing of (4.9), only matrix multiplications are performed, giving a complexity of \( C_{MF} = 8UNKM_1 - 2KM_1 \). Secondly, there are two commonly employed direct methods of the \( m \times n \) LS operations, namely the QR decomposition and the Cholesky decomposition. As discussed in [141], the QR decomposition requires \( C_{LS,QR} \approx 8n^2m - (8/3)n^3 + 8mn + 4n^2 \) FLOPs for carrying out the LS operation, whereas \( C_{LS,Cho} \approx 4n^2m + (4/3)n^3 + 8mn + 11n^2 \) FLOPs are required for Cholesky decomposition. It has been demonstrated in [142] that the QR decomposition attains a higher accuracy at the cost of higher complexity. Therefore, in our complexity analysis, we opted for the Cholesky decomposition in the following discussions, in order to achieve a lower overall complexity. Thirdly, the mapping process requires at most \( 2K_e(4M_1 - 1)(M_1M_2 + 1) \) FLOP operations. Finally, the residual update requires another \( C_{\text{residual}} = 8UNK_e \) FLOPs.

The maximum total computational complexity \( C_{\text{JMuMP,max}} \) is the sum of \( C_{MF} \), \( C_{LS,Cho} \), \( C_{\text{mapping}} \) and \( C_{\text{residual}} \), which can be expressed as

\[
C_{\text{JMuMP,max}} = I \times (C_{MF} + C_{LS,Cho} + C_{\text{mapping}} + C_{\text{residual}})
= I \left[ 8UNKM_1 - 2KM_1 + 4UNK_e^2 + (4/3)K_e^3 + 8UNK_e + 11K_e^2 ight]
+ 2K_e(4M_1 - 1)(M_1M_2 + 1) + 8UNK_e)
\]  

(4.29)

By comparison, the MLD requires \( M_2^K \cdot 8UNKM_1 \) FLOPs to complete the detection, which is much higher than that of our proposed JMuMP detector.

Similar to (4.29), we may also calculate the maximum computational complexity of A-MuMP detection. Since up to \( 2l \) elements are identified during each candidate expansion
step and a maximum of $I$ iterations are required for the detection, the maximum complexity of AMuMP detection $C_{AMuMP,\text{max}}$ may be expressed as

$$C_{AMuMP,\text{max}} = \sum_{i=1}^{I} (C_{MF} + C_{LS,\text{Cho}} + C_{\text{mapping}} + C_{\text{residual}})$$

$$= \sum_{i=1}^{I} \left[ 8UNK M_1 - 2KM_1 \right] C_{MF}$$

$$+ 4UN\left( \sum_{j=1}^{j^{(i)}} l_{i,j} \right)^2 + \left( 4/3 \right) K_e^3 + 8UN\left( \sum_{j=1}^{j^{(i)}} l_{i,j} \right) + 11\left( \sum_{j=1}^{j^{(i)}} l_{i,j} \right)^2$$

$$\underbrace{C_{LS,\text{Cho}}}$$

$$+ 2\left( \sum_{j=1}^{j^{(i)}} l_{i,j} \right) (4M_1 - 1)(M_1 M_2 + 1) + 8UN\left( \sum_{j=1}^{j^{(i)}} l_{i,j} \right),$$

(4.30)

where $j^{(i)}$ is the number of candidate set expansions in the $i$-th iteration and $l_{i,j}$ is the step size at the $j$-th candidate set expansion in the $i$-th iteration.

Fig. 4.10 demonstrates the BER vs complexity of the two detectors for the grant-free SM/MC-NOMA system having $N = 128$ subcarriers supporting $K = 192$ users at $E_b/N_0 = 16$ dB, where different user activation probabilities up to $p = 0.2$ are considered. Furthermore, the complexity of the SP detector, which has perfect knowledge of the number of active users is included in Fig. 4.10 as the benchmark. Since in reality $K_a$ is unknown at the receiver, the proposed JMuMP and AMuMP detectors imposed an
increased detection complexity, compared to that of the SP detector, where $K_a$ is known at the receiver. We can also see a BER vs complexity trade-off, where the AMuMP detector achieves an improved BER at the cost of a higher complexity than that of the JMuMP detector.

### 4.7 Chapter Summary and Conclusions

<table>
<thead>
<tr>
<th>System</th>
<th>Grant-free SM/MC-NOMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example</td>
<td>$M_1 = M_2 = 4, U = 2, N = 128, K = 192, L = 16$</td>
</tr>
<tr>
<td>$E_b/N_0$ at a BER of $10^{-3}$</td>
<td>$p$</td>
</tr>
<tr>
<td></td>
<td>JMuMP</td>
</tr>
<tr>
<td></td>
<td>AMuMP</td>
</tr>
<tr>
<td>Complexity</td>
<td>JMuMP (4.29)</td>
</tr>
</tbody>
</table>

In this chapter, we have relaxed one of the simplifying assumptions of Chapters 2 and 3, which assume all users to be active in each symbol duration in the system. Explicitly, we have proposed an grant-free SM/MC-NOMA uplink scheme for supporting massive connectivity in the mMTC scenarios of next-generation communications, where the users transmit in a sporadic pattern at a low rate. The main conclusions of this chapter are summarized in Table 4.2.

More specifically, a pair of CS-based low-complexity detectors were proposed for jointly detecting both the user activity and the transmitted data, which were referred to as the JMuMP and the AMuMP detector. In contrast to the family of state-of-the-art CS-based detectors designed for grant-free NOMA systems, where the user sparsity is expected to be known at the receiver, the proposed JMuMP detector estimates the user sparsity based on the user activation probability known at the receiver. By contrast, the more sophisticated AMuMP detector does not require any prior knowledge about the user activity of our SM/MC-NOMA system at all. The BER performance of both detectors demonstrates convergence to the ideal condition, where the receiver has perfect knowledge of the user activity. Additionally, the complexity of the two detectors was quantified in terms of the number of floating point operations, and the associated BER vs. complexity trade-off was quantified.
Chapter 5

Hybrid Iterative Detection and Decoding of Near-Instantaneously Adaptive Turbo-Coded Sparse Code Multiple Access

Figure 5.1: The relationship of Chapter 5 with the rest of the thesis.
5.1 Introduction

A suite of uncoded SM aided nonorthogonal multiple access (NOMA) systems has been investigated in Chapters 2-4, demonstrating the power of SM and NOMA in the context of non-iterative receivers. In order to exploit the benefits of the powerful ‘turbo’ principle, in this chapter we extend our interest into the holistic design of channel coded systems. Additionally, for the sake of explicitly focusing our attention on the powerful principles of iterative detection and decoding the family of channel-coded SCMA systems is considered without ameliorating effects of SM.

The SCMA arrangement amalgamated with different channel coding schemes has been investigated in [143–149], as summarised in Table 5.1. To be more specific, an iterative multiuser receiver inspired by the ‘turbo’ principle was employed by the turbo-coded SCMA system is proposed in [143,149] for increasing the coding gain. This extra performance gain is particularly crucial in the case of heavy user loads. The joint detection and decoding (JDD) of a low-density parity-check (LDPC)-coded SCMA system was first proposed by Xiao et al. [144], which achieved a beneficial performance gain over the separate SCMA detector and LDPC decoder. As a further development, a joint factor graph was designed by Han et al. [145] for improving the extrinsic information exchange between the SCMA detector and the LDPC decoder. A similar joint factor graph design has also been proposed for a polar-coded SCMA system in [146,147], which improved the BER performance and reduced the detection complexity by relying on a sophisticated polar code construction.

However, most prior research has been focusing on improving the BER, whilst there is a paucity of literature on the complexity and latency improvement of coded SCMA systems. For instance, the end-to-end latency of the 5G new radio (NR) ultra-reliable low latency communication (URLLC) mode [150] must remain within 1 ms at a frame error rate (FER) of $10^{-5}$ [151], which imposes an extremely stringent constraint on the signal processing time at the receiver. Therefore, improvements are required for these JDD algorithms in terms of latency reduction and throughput increase. Naturally, the channel-coding parameters and the resultant BER, throughput, delay as well as complexity trade-offs play a pivotal role in this context. It was shown by comparing LDPC, polar and turbo codes that turbo codes exhibit the best BER performance at low to moderate coding rates [151,152], which is promising for providing ultra-high reliability in future URLLC applications, such as augmented reality and automated driving [153,154].

In addition to optimizing the JDD algorithm, another potent technique of improving the system performance for transmission over multipath fading channels is constructed by adaptive modulation and coding [155,156], which improves the system’s overall throughput at favorable channel conditions. To be more specific, in a turbo-coded SCMA system the different factors influencing the system performance may be jointly optimised.
<table>
<thead>
<tr>
<th>Contributions</th>
<th>HDD</th>
<th>[143]</th>
<th>[144]</th>
<th>[145]</th>
<th>[146]</th>
<th>[147]</th>
<th>[148]</th>
<th>[149]</th>
</tr>
</thead>
<tbody>
<tr>
<td>JDD design</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EXIT chart Analysis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>User overload investigation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fading channel performance</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Joint factor graph design</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Complexity reduction</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Early termination</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BER improvement</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Adaptive system design</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
to combat the deleterious effects of fading. In this way, the throughput improvement in terms of bits per symbol (BPS) will directly result in the reduction of the latency.

Motivated by satisfying the URLLC requirement, we first improve the activation order of the SCMA detection and turbo decoding iterations based on EXtrinsic Information Transfer (EXIT) chart analysis [157] and propose a hybrid detection and decoding (HDD) scheme for our turbo-coded SCMA system, which is capable of reducing the latency, while maintaining a high reliability. Additionally, a near-instantaneously adaptive system is designed for mitigating the multipath effects and for further improving the system’s throughput. The main contributions of our chapter are summarised as follows.

- Firstly, we investigate the impact of the iterative extrinsic logarithmic likelihood ratio (LLR) exchange between the massage passing algorithm (MPA) detector and the Logarithmic Bahl-Cocke-Jelinek-Raviv (Log-BCJR) turbo decoder by comparing the BER of separate detection and decoding (SDD) to that of the JDD scheme in each iteration. The significant BER improvement of JDD shows the advantage of iterative extrinsic information exchange.

- Secondly, by analysing the convergence behaviour by EXIT charts, we propose an HDD algorithm, which maintains the BER performance compared to the conventional JDD, but achieves a beneficial complexity reduction. To be more specific, we optimize the activation order of detection and decoding scheduling for achieving early termination with the aid of EXIT chart analysis. In this way, the detection and decoding latency can be significantly reduced at a similar BER to that of HDD. Additionally, by exploiting the resultant early-termination property, the proposed HDD achieves a complexity reduction of up to 25%.

- Finally, we propose a near-instantaneously adaptive turbo-coded SCMA system, where the transmitter selects the most appropriate transmission mode according to the prevalent near-instantaneous channel conditions. Our adaptive turbo-coded SCMA system configures itself in the most appropriate mode of operation by jointly selecting the user load, coding rate as well as modulation order by maintaining the data rate at the target BER. Our adaptive system design principle can be readily extended to SCMA systems in combination with other channel coding schemes, such as LDPC codes and polar codes, just to name a few.

The rest of this chapter is structured as follows. Section 5.2 describes the transmitter and receiver schematics of the turbo-coded SCMA system, followed by the state-of-the-art review of the detection and decoding processes in Section 5.3. Section 5.4 provides the system performance analysis and proposes the HDD for our turbo-coded SCMA system based on the EXIT chart analysis. Then, Section 5.5 proposes an adaptive turbo-coded system design example along with characterizing the adaptive system performance.
employing HDD. Finally, our main conclusions and future research are summarized in Section 5.6.

5.2 System Model

In this section, the transmitter and receiver structures of our turbo-coded SCMA system are detailed in Sections 5.2.1 and 5.2.2, respectively, along with our main assumptions and notations.

5.2.1 Transmitter Model

Let us consider the uplink (UL) of a multiuser system supporting $K$ users simultaneously transmitting their information to a base station (BS) over wireless communication channels with the aid of $N$ orthogonal resources in the time domain ($K \geq N$), as shown in Fig. 5.2. To be more specific, in a turbo-coded SCMA system, the $A$ information bits $u_k$ transmitted by user $k$ ($1 \leq k \leq K$) are first interleaved and turbo encoded into $E$ encoded bits $b^u_k$, resulting in a coding rate of $R = A/E$. Here, we assume that each user transmits the same number of information bits. Note that for the long term evolution (LTE) turbo codes, the length of 188 legitimate information bits varies from $A = 40$ to $A = 6144$ and the coding rate $R$ lies in the range of $(0, 1)$. The turbo encoding process can be illustrated in Fig. 5.2, where two identical convolutional decoders, referred to as the upper and lower decoder, respectively, operate in an identical manner and are connected through the interleaver [157]. To be more specific, the information bits of user $k$, $u_k$, are first convolutional encoded by the upper encoder, which generates $A$ parity bits $b^{(u)}_{1,k}$ and $A$ systematic bits $b^{(u)}_{2,k}$. In the mean time, the information bit sequence $u_k$
is interleaved by the LTE interleaver and input to the lower decoder of Fig. 5.2. The interleaved information bits can be denoted as $\bar{u}_k = \pi(u_k)$. The lower decoder of Fig. 5.2 generates only $A$ parity bits $b_{1,k}^{(l)}$. Concatenating the three bit frames, $b_{1,k}^{(u)}$, $b_{1,k}^{(a)}$, and $b_{1,k}^{(l)}$, we have a $E = 3A$-length turbo coded sequence $\bar{b}_k$, resulting in a coding rate of $1/3$. By puncturing or repeating some of the coded bits, a variable coding rate of $R \in (0, 1)$ can be achieved, resulting in $E$-bit turbo encoded coded sequences $b_k$.

After the turbo encoder of Fig. 5.2, the encoded bits $b_k$ are interleaved and then mapped by the SCMA codebook $S_k$ of user $k$ to $F = E/\log_2(M)$ codewords, each of which contain only $d_c$ ($d_c \ll N$) non-zero bits, where $M$ is the modulation order and the cardinality of $S_k$ is $|S_k| = M$. The positions of the non-zero elements of the $f$-th SCMA symbol of all $K$ users $X^{(f)} = [x_1^{(f)}, x_2^{(f)} \cdots x_K^{(f)}]^T$ can be denoted by the indicator matrix $V$ [26]. For example, the most common indicator matrix $V$ of a $4 \times 6$ SCMA system is expressed as

$$
V = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 \\
\end{bmatrix}.
$$

Let us also define the normalised user load for a regular $N \times K$ SCMA system as

$$
\lambda = \frac{K}{N} = \frac{d_c}{d_x}.
$$

After the SCMA mapper of Fig. 5.2, the transmitted symbol frame of the $k$-th user becomes:

$$
x_k = [x_k^{(1)}T, x_k^{(2)}T, \cdots, x_k^{(F)}T]^T.
$$

### 5.2.2 Receiver Model

The receiver schematic of the turbo-coded SCMA system is shown in Fig. 5.3. We assume that the channel experiences uncorrelated Rayleigh fading, and the channel gains between the $N$ subcarriers of user $k$ and the BS for the $f$-th symbol can be expressed as a $N$-length vector $h_k^{(f)}$. Furthermore, we assume that the receiver has the perfect knowledge of the CIR. Then, the $N$ received signal observations of the $f$-th symbol in the frame ($f \in [1, F]$) can be expressed as

$$
y^{(f)} = \sum_{k=1}^{K} \text{diag} \left( h_k^{(f)} \right) x_k^{(f)} + n_u,
$$
where $y^{(f)}$ is a $(N \times 1)$-element vector and $n_u$ obeys the zero-mean complex Gaussian distribution having a covariance matrix of $2\sigma^2 I_N$, expressed as $CN(0, 2\sigma^2 I_N)$, where $\sigma^2 = 1/(2\gamma)$, $\gamma = b\gamma_0$ denotes the signal-to-noise ratio (SNR) per symbol, while $\gamma_0$ is the SNR per bit.

Then the received signal observations of all the $F$ symbols can be expressed as

$$Y = \left[ y^{(1)}, y^{(2)}, \ldots, y^{(F)} \right].$$  \hspace{1cm} (5.5)

### 5.3 Signal Detection and Decoding

In this section, we first detail the separate detection and decoding (SDD) algorithm of the turbo-coded SCMA system employing the MPA for SCMA detection and the Log-BCJR algorithm for turbo decoding. Then JDD is introduced, which exploits the gradually improved LLRs gleaned from the iterative extrinsic information exchange between the MPA detector and Log-BCJR decoder.

#### 5.3.1 Separate Signal Detection and Decoding

In the SDD, first, MPA detection is applied to the received signal $Y$, followed by the Log-BCJR turbo decoder, where the output LLRs of the MPA detector are used as the \textit{a priori} systematic LLRs of the turbo decoder. For fair comparison with the benchmark schemes to be detailed in the following sections, we define each inner iteration of either the
MPA detector or the Log-BCJR turbo decoder as one half iteration, so that a complete iteration is comprised of 2 half iterations.

The input-output relationship of the MPA detector can be explicitly described by the factor graph [10] of Fig. 5.3, where the \( f \)-th symbol \( x_k^{(f)} \) sent by user \( k \), is represented by a variable node (VN) \( j \), while the \( N \) corresponding observations of the \( f \)-th symbol of all \( K \) users in \( y^{(f)} \) are considered as \( N \) check nodes (CNs). In the following description, \( (f) \) is omitted for simplicity, since we will detail the MPA detection of the \( f \)-th symbol and the MPA detection operations for all the \( F \) symbols are identical. As exemplified in Fig. 5.3, users 1 and 2 share the \( i = 1 \)-st CN. Although these two users do interfere with each other on the 1-st chip, information carried by the different chips conveyed by the two users can also be transferred from one chip to another via the connections of the factor graph. Before we detail the operations of the MPA detector, we first define a pair of sets for characterizing the connections of the factor graph as

\[
\mathcal{X}_j = \{ i : 1 \leq i \leq N, e_{j,i} \neq 0 \}, ~ j = 1, 2, \ldots, K
\]

\[
\mathcal{C}_i = \{ j : 1 \leq j \leq K, e_{j,i} \neq 0 \}, ~ i = 1, 2, \ldots, N,
\]

(5.6)

where we have \( |\mathcal{X}_j| = d_x \), representing the \( d_x \) connections with the VN \( j \), and \( |\mathcal{C}_i| = d_c \), giving the \( d_c \) connections with the CN \( i \).

Additionally, the symbol set of user \( k \) is expressed as \( \mathcal{S}_k = \{ s_k^1, s_k^2, \ldots, s_k^K \} \), whereas the probability \( \eta_{j,i}^{a_m,(t)} \) is defined as the message sent from the VN \( j \) to the CN \( i \) during the \( t \)-th iteration. More specifically, \( \eta_{j,i}^{a_m,(t)} \) is the probability that we have \( x_j = a_m \), given all the messages received by the \( j \)-th VN from all of its neighboring CNs, excluding the CN \( i \). By contrast, the message sent from the CN \( i \) to the VN \( j \) during the \( t \)-th inner iteration iteration, \( \delta_{i,j}^{a_m,(t)} \), is defined as the probability that \( x_j = a_m \), given the specific messages received by the CN \( i \) from all its neighboring VNs, excluding \( x_j \). Then, following [114] and with the aid of the factor graph of Fig. 5.3, the MPA detector can be described as follows.

Firstly, for all \( a_m^k \in \mathcal{S}_k \), and for any specific \((j,i)\) pairs, where \( j \in \mathcal{X}_j \) and \( i \in \mathcal{C}_i \) the probability \( \eta_{j,i}^{a_m,0} \) is initialised as \( \eta_{j,i}^{a_m,0} = 1/M \). Then, during the \( t \)-th (\( t \geq 1 \)) MPA inner iteration, the probability \( \delta_{i,j}^{a_m,(t)} \) can be expressed as

\[
\delta_{i,j}^{a_m,(t)} = \sum_{\mathbf{x}_{[i] \in \mathcal{X}_{[i]} \cup x_j \neq a_m^i}} \left( \prod_{x_{m} \in \mathbf{x}_{[i]} \setminus x_j} \eta_{j,i}^{x_{m},t} \right) \times p(y_j | \mathbf{x}_{[i]}, x_j = a_m^i), \ m = 1, 2, \ldots, M,
\]

(5.7)

for \( i \in \mathcal{C}_i \) and \( j \in \mathcal{X}_j \), where \( \mathbf{x}_{[i]} \) is a \( d_c \)-length vector containing the symbols sent by the \( d_c \) users sharing the \( i \)-th subcarrier, \( \mathcal{X}_{[i]} \) represents the combination of symbols in the user codebooks for those specific \((d_c - 1)\) users who share the \( i \)-th subcarrier, except for
user $j$. Still referring to 5.7, $\prod_{x_i \in \mathcal{X}_i \setminus \{x_j\}} \eta_{j,v}^{x,v,t}$ is the \textit{a priori} probability of a given $x_j = a_j^m$, while $p(y_i|x_{[i]})$ can be expressed as

$$p(y_i|x_{[i]}) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{\|y_i - \sum_{k \in \mathcal{D}_i} h_{ki} x_{ki}\|^2}{2\sigma^2}\right),$$

(5.8)

where we define $\mathcal{D}_i$ as the set containing the indices of the specific users sending their information on the $i$-th subcarrier.

Then, during the $(t+1)$-st MPA inner iteration, the values $\delta_{a_j^m,t}^a$ for $i \in \mathcal{C}_i$ and $j \in \mathcal{X}_j$ are used for computing $\eta_{a_j^m,t+1}^a$ for $j \in \mathcal{X}_j$ and $i \in \mathcal{C}_i$, using the expression of

$$\eta_{a_j^m,t+1}^a = \xi_{j,i} \prod_{v \in \mathcal{X}_j \setminus i} \delta_{v,j}^{a_j^m,t}, \quad m = 1, 2, \ldots, M,$$

(5.9)

where $\xi_{j,i}$ is applied for ensuring $\sum_{m=1}^M \eta_{a_j^m,t+1}^a = 1$.

Finally, when the maximum affordable number $T_{\text{MPA}}$ of inner iterations has been exhausted, the likelihood of the $f$-th codeword symbol $x_j = a_j^m$ can be formulated as

$$\eta_{a_j^m,f} = \prod_{v \in \mathcal{X}_j} \delta_{v,j}^{a_j^m,f}, \quad j = 1, 2, \ldots, K.$$

(5.10)

Then the extrinsic LLR of the $v$-th bit $\hat{b}_{v,j}$ in the codeword symbol $x_j$ can be expressed as

$$L_{e,\text{MPA}}(\hat{b}_{v,j}) = \ln \frac{\sum_{a_j^m \in \mathcal{S}_j, \hat{b}_{v,j} = 0} \eta_{a_j^m,f}}{\sum_{a_j^m \in \mathcal{S}_j, \hat{b}_{v,j} = 1} \eta_{a_j^m,f}} - L_{a,\text{MPA}}(\hat{b}_{v,j}),$$

(5.11)

where $L_{a,\text{MPA}}(\hat{b}_{v,j})$ is the \textit{a priori} LLR of the $\hat{b}_{v,j}$. When the bit LLRs of all $F$ symbols transmitted by user $k$ have been generated, de-interleaving is performed, and these interleaved extrinsic LLRs are then input to the Log-BCJR turbo decoder [158], which can be expressed as

$$L_{a,\text{Log-BCJR}}(\hat{b}_k) = \Pi^{-1} \left(L_{e,\text{MPA}}(\hat{b}_k)\right).$$

(5.12)

The LLRs $L_{a,\text{Log-BCJR}}(\hat{b}_k)$ are ‘de-punctured’ or ‘de-repeated’ according to the approaches adopted at the encoder to provide the upper decoder with both the parity and systematic \textit{a priori} LLRs $L_{a,\text{Log-BCJR}}(\hat{b}_{1,k})$ and $L_{a,\text{Log-BCJR}}(\hat{b}_{2,k})$, while the lower decoder is furnished with the parity \textit{a priori} LLRs $L_{a,\text{Log-BCJR}}(\hat{b}_{1,k}^{(l)})$ and $L_{a,\text{Log-BCJR}}(\hat{b}_{2,k}^{(l)})$ of user $k$, respectively.

The iterative Log-BCJR decoding process is illustrated in Fig. 5.4. To be more specific, in the $q$-th inner iteration, the upper and lower decoders operate alternately, where
Figure 5.4: The operations of the Log-BCJR turbo decoder.

Each decoder element of Fig. 5.4 generates the corresponding one of the extrinsic LLRs $L^{a,\text{Log-BCJR}}(\hat{b}^{(u)}_{1,k})$ or $L^{a,\text{Log-BCJR}}(\hat{b}^{(l)}_{1,k})$, which are interleaved to provide the a priori LLRs $L^{a,\text{Log-BCJR}}(\hat{b}^{(u)}_{1,k})$ or $L^{a,\text{Log-BCJR}}(\hat{b}^{(l)}_{1,k})$ for the next decoding operation of the other decoder.

In addition to the LLRs described above, each decoder element of the $v$-th bit in Fig. 5.4 is provided with a vector of forward state metrics $\tilde{\alpha}^{(u)}_{v-1}$ or $\tilde{\alpha}^{(l)}_{v-1}$ as well as with a vector of backward state metrics $\tilde{\beta}^{(u)}_{v}$ or $\tilde{\beta}^{(l)}_{v}$, which are used for initiating the forward and backward processing recursions, respectively [157]. During the forward recursion, each successive decoder element in a left-to-right order is processed in each successive clock cycle. Simultaneously, the backward recursion activates the successive decoder element in a right-to-left order during the successive clock cycles. Each successive decoder element passes a vector of state metric values $\tilde{\alpha}^{(u)}_{v}$, $\tilde{\alpha}^{(l)}_{v}$, $\tilde{\beta}^{(u)}_{v-1}$ or $\tilde{\beta}^{(l)}_{v-1}$ to the next decoder element in the forward or backward recursion, respectively.

Furthermore, once the two recursions have crossed over, extrinsic LLRs are generated, as mentioned above, based on both the forward and the backward state metrics. Here, we omit the calculation of the forward and backward state metrics for the sake of simplicity, but the details of these calculations can be found in [157]. After several iterations\(^1\), the transmitted bits $\hat{b}_k$ of user $k$, are decoded according to the extrinsic LLRs. The SDD algorithm is summarised in Algorithm 1.

\(^1\) $T_{\text{Log-BCJR}} = 8$ iterations may be required in order to achieve iterative decoding convergence to the best possible BER [158].
Algorithm 3 SDD of the turbo-coded SCMA system.

**Initialization:**
\[
\eta_{a_j^m,i}^{a_j^m,0, t} = 1/M \text{ for all } a_j^m \in S_j, \ i \in X_j \text{ and } j \in C_i;
\]
1: \text{for } t = 1, \ldots, T_{\text{MPA}} \text{ do}
2: \quad \text{MPA detection following (7), (8), (9), (10)};
3: \quad \text{end for}
4: \quad \text{Calculate the corresponding extrinsic LLRs (11)};
5: \quad \text{Deinterleave the LLRs using (12)};
6: \quad \text{for } q = 1, \ldots, T_{\text{Log-BCJR}} \text{ do}
7: \quad \quad \text{Log-BCJR Turbo decoding [157]};
8: \quad \quad \text{end for}

5.3.2 Joint Signal Detection and Decoding

In contrast to the SDD, the JDD scheme facilitates LLR exchange between the MPA
detector and Log-BCJR decoder in each iteration, which improves the BER performance,
as it will be demonstrated in Section 5.4.

Similar to the SDD, after the same initialisation as that of the MPA detector of SDD, the
JDD starts out by updating \( \eta_{a_j^m,i}^{a_j^m, t} \) based on (5.7) in the \( t \)-th iteration. Then the updated
codeword probability \( \eta_{a_j^m,i}^{a_j^m, t} \) is converted to bit LLRs according to (5.11) and input to
the upper turbo decoder of Fig. 5.4 as the \textit{a priori} LLR. In the meantime, these LLRs
are interleaved and forwarded to the lower decoder as the parity LLRs. After the \( t \)-th
inner iteration of the turbo decoder, the output extrinsic bit LLRs are remapped to the
probability of the codeword symbol.

The new \( \eta_{a_j^m,i}^{a_j^m, f} \) is then fed back to the MPA detector of Fig. 5.3 for updating \( \delta_{a_j^m,i}^{a_j^m, f} \)
according to (5.9) for the next iteration. Note that in the JDD scheme, a complete
iteration includes the update of \( \delta_{a_j^m,i}^{a_j^m, t} \), one inner iteration of the Log-BCJR decoder and
the update of \( \eta_{a_j^m,i}^{a_j^m, t+1} \). The JDD algorithm is summarised at a glance in Algorithm 2.

Algorithm 4 JDD of the turbo-coded SCMA system.

**Initialization:**
\[
\eta_{a_j^m,i}^{a_j^m,0, t} = 1/M \text{ for all } a_j^m \in S_j, \ i \in X_j \text{ and } j \in C_i;
\]
1: \text{for } t = 1, \ldots, T_{\text{max}} \text{ do}
2: \quad \text{MPA detection following (7), (8), (9), (10)};
3: \quad \text{Generate extrinsic LLRs using (11)};
4: \quad \text{Deinterleave extrinsic LLRs following (12)};
5: \quad \text{Log-BCJR decoding [157]};
6: \quad \text{Interleave using (12)};
7: \quad \text{Covert the LLRs to codeword probability};
8: \quad \text{end for}
Chapter 5 HDD of Adaptive Turbo-Coded SCMA

5.4 System Performance and Hybrid Detection and Decoding

In this section, we analyse the performance of the turbo-coded SCMA system employing either SDD or JDD in terms of their capacity upper bound, BER performance as well as convergence rate in Sections 5.4.1 to 5.4.3. In the simulations, $M = 4$ and the LTE turbo code having a coding rate of $R \in [1/3, 1/2]$ are employed. Furthermore, based on our EXIT chart analysis, we will advocate the HDD algorithm as a benefit of its BER vs. complexity advantage demonstrated in Section 5.4.4, based on its complexity comparison to that of the SDD and JDD discussed in Section 5.4.5.

5.4.1 Capacity

We first analyse the capacity of the SCMA UL, where $K$ users simultaneously transmit their $f$-th symbol to the BS in the $f$-th time slot. In the following derivations, we only employ the superscript $(f)$ when necessary. Since the signals are transmitted by $N$ orthogonal subcarriers of the SCMA system and received by $U$ receive antennas (RAs), the achievable rate is upper bounded by the discrete-input continuous-output memoryless channel (DCMC) capacity [159, 160]. Therefore, we may view the $N$ subcarriers as $N$ transmit antennas (TAs) of a conventional MIMO system and derive the DCMC capacity for the SCMA system following [160].

First, let us define the symbol set $X[i]$ as the combinational symbol set for the $d_c$ users who share the $i$-th subcarrier as

$$X[i] = \{a_1, a_2, \cdots, a_{M^{dc}}\}. \quad (5.13)$$

Hence, we have $x[i] = a_m \in X[i]$. Then, according to [160], the DCMC capacity can be expressed as

$$C = \frac{1}{d_x} \sum_{i=1}^{N} \max_{a_m \in X[i]} \sum_{m=1}^{M^{dc}} \int_{-\infty}^{+\infty} p(y_i, x[i] = a_m)$$

$$\times \log_2 \left( \frac{p(y_i | x[i] = a_m)}{\sum_{v=1}^{M^{dc}} p(y_i, x'[i] = a_v)} \right) \, dy_i, \quad (5.14)$$

where $p(y_i | x[i] = a_m)$ is given by (5.8). Note that (5.14) is maximised in the case of equiprobable transmitted symbols, where we have $p(x[i] = a_m) = 1/(M^{dc})$, $\forall m$. Hence,
where by substituting (5.8) into (5.15), $\Psi_i$ is expressed as

$$\Psi_i = -\frac{\left(\left(\mathbf{x}_i - \mathbf{x}'_i\right)^T \mathbf{h}_i + n_i\right)^2}{\sigma^2},$$

(5.16)

with $\mathbf{h}_i^T$ representing a $d_c$-length vector of the channel gains between the $i$-th subcarrier of the $d_c$ users sharing this subcarrier and the BS, while $n_i$ is the $i$-th element in $\mathbf{n}$.

Hence, if the symbols are transmitted at equal probabilities, we arrive at the upper bound of the DCMC capacity expressed as

$$C_{\text{max}} = \frac{1}{d_x} \times \left(\log_2(M^{d_c}) - \frac{1}{M^{d_c}} \sum_{m=1}^{M^{d_c}} \mathbb{E}_{\mathbf{h},\mathbf{n}} \left[ \log_2 \sum_{i=1}^{N} \sum_{v=1}^{M^{d_c}} \exp(\Psi_i) \right] \right).$$

(5.17)

Fig. 5.5 shows the upper bound of the DCMC capacity for the turbo-coded SCMA system obtained from (5.17), where we can see that a higher normalised user load $\lambda$ results in a higher DCMC capacity bound, at the cost of the degraded BER performance, as will be demonstrated in Section 5.4.2. Another factor that influences the DCMC capacity bound is the SCMA modulation order $M$, as a higher order enables more non-zero information bits transmitted by a single SCMA codeword. Furthermore, a turbo-coded system supporting $K = 32$ users with $M = 4$ achieves the same DCMC capacity bound compared to that supporting $K = 16$ users with $M = 8$, since the number of bits transmitted by per subcarrier remains the same.

### 5.4.2 Error Correction Performance

The BER performance of the turbo-coded SDD and JDD-aided SCMA system having different $\lambda$ values for transmission over the AWGN channel is shown in Figs. 5.6 and
Naturally, the coding rate $R$ also influences the system performance, as seen by comparing Figs. 5.6 and 5.7. Explicitly, the turbo-coded SCMA system using $R = 1/3$ in Fig. 5.7 requires about 1 dB lower $E_b/N_0$ than that of $R = 1/2$ shown in Fig. 5.6. To be more specific, $R = 1/2$ is arrived by puncturing some of the information bits. While this redundancy reduction gives a higher useful data rate, it results in the slight performance degradation.

Fig. 5.8 compares the influence of the normalised user load $\lambda$ and of the coding rate $R$ on the turbo-coded system. Let us first define the normalised system load as $\omega = \lambda R = KR/N$, before investigating the relationship of $\lambda$ and $R$. As shown in Fig. 5.8, a $R = 2/3$ turbo-coded system supporting $K = 24$ users has the same normalised system load of $\omega = 4$ as a $R = 1/2$ turbo-coded system supporting $K = 32$ users, but achieves better BER performance. Similar conclusions may be drawn for the case of a $K = 16, R = 3/4$ and a $K = 24, R = 1/2$ turbo-coded SCMA system. Note that $R > 1/3$ is achieved by puncturing some of the parity bits.
Figure 5.6: BER performance of the turbo-coded SCMA system relying on $N = 16$ chips for supporting different number of users over an uncorrelated Rayleigh fading channel, where the coding rate $R$ is fixed at $1/2$.

Figure 5.7: BER performance of the turbo-coded SCMA system with $N = 16$ chips supporting different number of users over an uncorrelated Rayleigh fading channel, where the coding rate $R$ is fixed at $1/3$. 
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Figure 5.8: BER performance of the turbo-coded SCMA system of different coding rates with \( N = 16 \) chips for the normalized user loads of \( \lambda = 1, 1.5 \) or 2 and system load of \( \omega = 3/4 \) or 1 over an uncorrelated Rayleigh fading channel.

5.4.3 EXtrinsic Information Transfer Chart Analysis

Let us now employ EXIT charts for visualising the convergence behavior of our MPA and Log-BCJR schemes. Originally, EXIT charts were proposed for characterising the mutual information (MI) of a pair of concatenated components in a communication system. In this section, we employ EXIT charts for characterising the relationship between the \emph{a priori} and extrinsic information of the MPA detector and the Log-BCJR decoder. First, following [162] and assuming that the \emph{a priori} LLRs \( L_{a,\text{MPA}}(\hat{b}_k) \) of the MPA detector obeys Gaussian random distribution with a mean of \( \mu_A \) and a variance of \( \sigma^2_A \), the conditional probability density function (PDF) associated with \( L_{a,\text{MPA}}(\hat{b}_k) \) can be expressed as

\[
p_a(\zeta | X = x) = \frac{1}{\sqrt{2\pi}\sigma_A} \exp \left( -\frac{(\zeta - \frac{\sigma^2_A}{x})^2}{2\sigma^2_A} \right).
\] (5.18)

Then, the MI between the \emph{a priori} LLRs \( L_{a,\text{MPA}}(\hat{b}_k) \) of the MPA detector and the turbo encoded bits \( \hat{b}_k \) can be expressed as

\[
I_{a,\text{MPA}} = 1 - \frac{1}{\sqrt{2\pi}\sigma_A} \int_{-\infty}^{+\infty} \exp \left( -\frac{(\zeta - \frac{\sigma^2_A}{x})^2}{2\sigma^2_A} \right) \times \log_2 \left[ 1 + e^{-\zeta} \right] d\zeta.
\] (5.19)
By contrast, the MI between the extrinsic LLRs \( L_{e,\text{MPA}}(\hat{b}_k) \) of the MPA detector and turbo encoded bits can be expressed as

\[
I_{e,\text{MPA}} = \frac{1}{2} \sum_{u=-1,1} \int_{-\infty}^{+\infty} p_e(\zeta|U=u) \times \log_2 \frac{2p_e(\zeta|U=u)}{p_e(\zeta|U=-1) + p_e(\zeta|U=1)} d\zeta,
\]

where \( p_e(\zeta|U=u) \) is obtained by the classic Monte-Carlo method. From (5.20), we can express \( I_{e,\text{MPA}} \) as a function of \( I_{a,\text{MPA}} \) and \( E_b/N_0 \) defined as

\[
I_{e,\text{MPA}} = T_{\text{MPA}}(I_{a,\text{MPA}}, E_b/N_0).
\]

In contrast to \( I_{e,\text{MPA}} \), the extrinsic information transfer function of the turbo decoder is independent of \( E_b/N_0 \), since the only input of the decoder is the soft-interleaved extrinsic LLR sequence \( L_{e,\text{MPA}}(\hat{b}_k) \) of the MPA detector, as shown in Fig. 5.3. Therefore, the extrinsic information transfer characteristic is defined as

\[
I_{e,\text{Log-BCJR}} = T_{\text{Log-BCJR}}(I_{a,\text{Log-BCJR}}),
\]

where \( I_{a,\text{Log-BCJR}} \) is the MI between the turbo-coded bits \( b_k \) and \textit{a priori} LLRs \( L_{a,\text{Log-BCJR}}(\hat{b}_k) \) of the Log-BCJR decoder.

Fig. 5.9 shows the EXIT chart of an \( N = 16 \) turbo-coded SCMA system supporting \( K = 24 \) users for transmission over AWGN channels. This will be used for determining the most beneficial activation order of both the SCMA MPA detector and of the LTE turbo decoder, so that we can achieve receiver-processing latency reduction at a given BER performance, as it will be detailed in Section 5.4.4.

5.4.4 Improved Scheduling of Detection and Decoding

According to the EXIT chart of Fig. 5.9, we now propose a HDD, which improves the activation order of the SCMA MPA detector and Log-BCJR turbo decoder, for reducing the complexity and latency of the detection and decoding without degrading the BER performance. To be more specific, the HDD aims for a relatively high initial MI at \( I_{e,\text{Log-BCJR}} = 0 \) and a wider open tunnel, which would lead to expedited convergence overall. Therefore, the HDD commences with several inner SCMA MPA iterations first for attaining a higher initial MI. Then the extrinsic LLRs at its output are entered into the Log-BCJR decoder as \textit{a priori} LLRs. Furthermore, we can see from Fig. 5.9 that the MI obtained from \( T_{\text{MPA}} = 1, 2 \) and 4 SCMA MPA iterations eventually converges to \( I_{e,\text{MPA}} = 0.77 \) at \( I_{e,\text{Log-BCJR}} = 1 \), therefore the marginal improvement attained by further MI exchanges remains rather limited, despite increasing the detection complexity of the receiver. Therefore, the JDD philosophy may be adopted after the first several
iterations. To be more specific, let us use a design example to detail our proposed low-complexity HDD. Let us still assume that $T_{\text{max}} = 8$ complete iterations will be employed at the receiver, as in the previous sections. Therefore, in the case of a turbo-coded SCMA system using $N = 16$, $F = 512$, we first employ the first 4 half iterations, i.e. 2 iterations, for SCMA MPA detection, which gives a higher MI at $I_{e,\text{Log-BCJR}} = 0$, as shown in Table 5.2. Note that even though 8 half iterations gives a slightly better MI compared to 4 half iterations, this improvement remains rather marginal, despite its doubled complexity. Then, the following 2 half iterations are employed for turbo decoding, relying on iterative LLR exchange. Then, two half iterations are employed for MPA detection. Following this two iterations are employed to perform the JDD activation, as shown in Table 5.2. Note that the HDD scheduling is also visualized by the stair-case shaped decoding trajectory seen in Fig. 5.9. In this way, only 10 half iterations are required for completing the iterative detection and decoding, hence achieving early termination of the iterations.

Fig. 5.10 compares the $E_b/N_0$ distance from the CCMC Shannon capacity of the 3 different activation schemes at each iteration and shows the influence of frame length
Table 5.2: Scheduling of different iterative detection and decoding schemes for the turbo-coded SCMA system.

<table>
<thead>
<tr>
<th>Iterations (T)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SDD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCMA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Turbo</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>JDD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCMA</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Turbo</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>HDD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCMA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Turbo</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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Figure 5.10: The distance to the Shannon capacity of SDD, JDD and HDD for a $N = 16, K = 24$ turbo-coded SCMA system in each iteration at a BER level of $10^{-3}$ over the uncorrelated Rayleigh fading channel, where $M = 4$ and $R = 1/2$.

Figure 5.11: The distance to the Shannon capacity of SDD, JDD and HDD for the turbo-coded SCMA system supporting different number of users in each iteration at a BER level of $10^{-3}$ over the uncorrelated Rayleigh fading channel, where $N = 16, R = 1/2$ and $M = 4$. 
Table 5.3: Complexity of the different detection and decoding schemes, where $N = 16$, $M = 4$.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Iterations</th>
<th>Complexity ($\times 10^7$) when $F = 512$</th>
<th>Complexity ($\times 10^7$) when $F = 1024$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K = 16$</td>
<td>$K = 24$</td>
</tr>
<tr>
<td>SDD / JDD</td>
<td>8</td>
<td>3.00</td>
<td>15.51</td>
</tr>
<tr>
<td>HDD</td>
<td>5</td>
<td>1.97</td>
<td>11.22</td>
</tr>
</tbody>
</table>

$F$ at a BER level of $10^{-3}$, whereas Fig. 5.11 shows influence of the normalized user-load $\lambda$. We can see that the HDD is capable of achieving slightly better BER than the JDD, despite its reduced number of iterations. This reduces the complexity as well as power consumption at the receiver and improves the detection latency. The BER performance of HDD in Figs. 5.10 and 5.11 provide us with design guidelines for the practical implementation of the receiver, where low-latency detection is attained at a given SNR based on our EXIT chart.

### 5.4.5 Complexity Analysis

The receiver complexity is quantified by the number of additions, multiplications, and max* calculations. The complexity of the Log-BCJR turbo decoder decoding $A$ bits is defined in [158] as

$$C_{\text{Log-BCJR}} = 171AKT_{\text{Log-BCJR}},$$  \hfill (5.23)

while the complexity of the MPA detector can be expressed as [78]

$$C_{\text{MPA}} = \left[ (2d_x + 4)Md_x^d_x + (d_x - 2 + M^{d_x-1})Md_x - d_x \right]$$

$$\times FK_{\text{MPA}} + M(d_x - 1)KF.$$  \hfill (5.24)

Therefore, the total complexity of the different decoding and detection schemes is the sum of $C_{\text{Log-BCJR}}$ in (5.23) and $C_{\text{MPA}}$ in (5.24). Table 5.3 compares the complexity of SDD, JDD and HDD for turbo-coded SCMA systems at different $\lambda$ values. We can see that by employing our HDD, a complexity reduction of up to 25% is achieved in the case of $\lambda = 2$, since only $T_{\text{Log-BCJR}} = 4$ and $T_{\text{MPA}} = 6$ inner iterations are required for Log-BCJR decoding and MPA detection, respectively.

### 5.5 Adaptive Turbo-Coded Sparse Code Multiple Access System

In this section, we propose an adaptive turbo-coded SCMA system design for transmission over correlated fading channels by harmonizing the user load $\lambda$, modulation order $M$ and coding rate $R$ based on different instantaneous SNR (iSNR). In this way, an
increased BPS throughput can be achieved at a given BER. The system design of the adaptive turbo-coded SCMA system will be detailed in Section 5.5.1, followed by the corresponding adaptive system performance in Section 5.5.2.

5.5.1 Adaptive System Design

In an adaptive modulation system, $S$ transmission modes achieving different BPS throughputs are available at the transmitter, where the receiver estimates the iSNR and then determines the most appropriate transmission mode to be employed by the transmitter. According to [163], given the channel gains of the $f$-th transmitted symbol as $\bar{h}_f$, the iSNR $\gamma_i$ associated with transmitting a frame comprising $F$ symbols can be expressed as

$$\gamma_i = \frac{\|\bar{h}\|^2}{F} = \frac{\|\bar{h}\|^2}{2F\sigma^2},$$

(5.25)

where $\bar{h} = [\bar{h}_1^T, \bar{h}_2^T, \ldots, \bar{h}_F^T]^T$.

Then the iSNR $\gamma_i$ is compared to the SNR thresholds at the receiver, which are required by the $D$ fixed transmission modes to attain the target BER level. The mode selection requirements may be expressed as

$$\text{Mode Selection} = \begin{cases} 
\text{Mode 1}, & \text{if } \gamma_i \leq \rho_1; \\
\text{Mode 2}, & \text{if } \rho_1 < \gamma_i < \rho_2; \\
\vdots & \vdots \\
\text{Mode D}, & \text{if } \gamma_i \geq \rho_{D-1}.
\end{cases}$$

(5.26)

In this way, when the channel conditions are more favorable, a higher throughput may be achieved by selecting a higher-BPS mode, whereas a more robust but lower-BPS transmission mode will be employed in poorer channels.

In this section, we conceive $D = 3$ transmission mode candidates, as listed in Table 5.4, for our adaptive turbo-coded SCMA system, which jointly assign different normalized user loads, coding rates as well as modulation orders. As demonstrated in Section 5.4.2, the turbo-coded SCMA system is capable of supporting normalized user loads up to $\lambda = 2$. Therefore, two loads are selected, i.e. $\lambda = 1.5$ or 2. Meanwhile, the coding rates selected for the proposed adaptive system are $R = 1/4, 1/3$ and 1/2, whereas the modulation order of different modes is either $M = 2$ or $M = 4$. To be more specific, in low-quality channels associated with low iSNRs, $\gamma_i < \rho_1$, a more robust mode associated with a lower throughput is selected, where the normalized user load $\lambda$ is restricted to 1.5 and $R = 1/4$, $M = 2$ are employed. When iSNR $\gamma_i$ exceeds the threshold $\rho_1$, we switch to Mode 2 for achieving a higher-throughput, associated with $\lambda = 1.5, R = 1/3$ $M = 4$. Finally, for the most favorable channels Mode 3 is activated, achieving the highest BPS by adopting $\lambda = 1.5, R = 1/3$ and $M = 4$. 
### Table 5.4: Transmission modes for the adaptive turbo-coded SCMA system.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Normalised user load $\lambda$</th>
<th>Code rate $R$</th>
<th>Modulation order $M$</th>
<th>BPS $\lambda R \log_2 M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5</td>
<td>$\frac{1}{3}$</td>
<td>2</td>
<td>$\frac{4}{3}$</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>$\frac{1}{3}$</td>
<td>4</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$\frac{2}{3}$</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

#### 5.5.2 Performance of the Adaptive Turbo-Coded Sparse Code Multiple Access System

In this section, the performance of the proposed adaptive turbo-coded SCMA system employing HDD is evaluated for transmission over the Extended Typical Urban (ETU) channel model with a Doppler frequency of $f = 70$ Hz [164]. In this case, the mobile velocity $v$ can be calculated as [165]

$$v = \frac{f \cdot c}{f_c} = 8.75 \text{ m/s},$$

(5.27)

where $f_c = 2.4$ GHz is the carrier frequency employed in the IEEE 802.11 standard [166] and $c = 3 \times 10^8$ m/s is the speed of light.

Fig. 5.12 shows the BER performance of the three different modes of Table 5.4 and of the adaptive design switching amongst the three modes. Here, the switching thresholds of the different modes are determined by the average SNR required for achieving a BER of $10^{-3}$, as shown in Fig. 5.12. For the three candidate modes conceived in Table 5.4, we have a pair of mode-switching thresholds, namely $\rho_1 = 8.4$ dB and $\rho_2 = 15.9$ dB. When $\gamma_i \leq \rho_1 = 8.4$ dB, Mode 1 is selected for transmission, giving a BPS throughput of $3/8$. As and when the channel conditions become more favorable, i.e. for $\rho_1 = 8.4 < \gamma_i < \rho_2 = 15.9$ dB, the transmission mode is switched to Mode 2. Finally, when $\gamma_i \geq \rho_2 = 15.9$ dB, Mode 3 is selected for transmitting the users’ signal. We can see that by adopting our adaptive transmission scheme, the BPS throughput varies from $3/8$ to 2, depending on the choice of transmission modes. The corresponding PDF of the three modes in the adaptive system at different SNRs is shown in Fig. 5.13, which shows the dominant transmission mode at a specific SNR. It is also notable that at the threshold SNRs of 8.4 dB and 15.9 dB, the adjacent modes share equal probability of 0.5.
Figure 5.12: BER performance of the turbo-coded SCMA system over the ETU channel with a Doppler frequency of 70 Hz employing fixed or adaptive modulation design, where $N = 16$ is fixed for all scenarios, where the parameters of Table 5.4 are used.

Figure 5.13: The PDF of the different modes in Table 5.4 in the adaptive turbo-coded SCMA system.
Chapter 5 HDD of Adaptive Turbo-Coded SCMA

5.6 Chapter Summary and Conclusions

<table>
<thead>
<tr>
<th>System</th>
<th>Main conclusions of Chapter 5.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example</td>
<td>Adaptive Turbo-coded SCMA system</td>
</tr>
<tr>
<td></td>
<td>$M = 4$, $N = 16$, $F = 1024$</td>
</tr>
<tr>
<td>Distance to Shannon Capacity of HDD</td>
<td></td>
</tr>
<tr>
<td>at a BER of $10^{-3}$</td>
<td>$K = 16$</td>
</tr>
<tr>
<td></td>
<td>5.6 dB</td>
</tr>
<tr>
<td>Complexity when supporting $K = 24$</td>
<td></td>
</tr>
<tr>
<td>users ($\times10^7$)</td>
<td>SDD</td>
</tr>
<tr>
<td></td>
<td>31.01</td>
</tr>
<tr>
<td>Dominant mode at different SNRs (dB)</td>
<td>Mode 1</td>
</tr>
<tr>
<td></td>
<td>$\gamma_i \leq 8.4 &lt; \gamma_i$</td>
</tr>
</tbody>
</table>

In this chapter, we focused our attention on the holistic design of SCMA systems, and have conceived an EXIT-chart-aided HDD algorithm for turbo-coded SCMA, which reduced the complexity of the conventional JDD by 25%, without degrading its BER performance. The main conclusions of this chapter are summarized in Table 5.5.

Furthermore, we proposed an adaptive turbo-coded SCMA system, where the transmitter selects its specific transmission mode according to the near-instantaneous channel conditions. The adaptive turbo-coded SCMA system harmonizes the user load, coding rate as well as modulation order so that a higher data rate is achieved in more favorable channel conditions by employing the high-BPS transmission modes, whereas the BER target performance is still maintained in the face of poorer channels by employing the more robust low-BPS transmission mode. Finally, our adaptive system design principle can be readily extended to SCMA systems in combination relying other channel coding schemes, such as LDPC codes and polar codes.
Chapter 6

Space-Time-Coded Generalized Spatial Modulation for Sparse Code Division Multiple Access

6.1 Introduction

In this chapter, we extend our spatial-modulated nonorthogonal multiple access (SM-NOMA) systems investigated in Chapters 2 to 4, which activate a single transmit antenna (TA), to NOMA system assisted by multiple active TAs.
Currently, most studies of multiple-input multiple-output (MIMO)-NOMA rely on power-domain NOMA for downlink (DL) transmission. Since a pair of transmit antennas (TAs) has been standardized for the user’s uplink (UL) transmission in the 3rd generation partnership project (3GPP) Release 16 [167, 168], substantial transmit diversity gain may be attained in UL multiuser MIMO transmission. A higher number of TAs may be employed in the context of massive MIMO techniques for next-generation communications [169].

Motivated to exploit the uplink (UL) transmit diversity of the SM-SCMA system, we propose a space-time coded generalized spatial modulation (GSM) for SCMA (STC/GSM-SCMA) system along with a pair of detection algorithms. The properties of typical SM- or MIMO-NOMA systems [26, 29, 91, 110, 149, 170] existing in literature is summarized in Table 6.1. The main contributions of this chapter are summarized as follows.

- Firstly, we propose a STC/GSM-SCDMA system for supporting the heavily-loaded multiuser (MU) multicarrier (MC) uplink, while achieving a beneficial transmit diversity gain both in the spatial- and in the FD. In our STC/GSM-SCDMA system, GSM is employed both for reducing the number of RF chains and for transmitting extra information bits via the activated TA indices, while STC is employed for exploiting spatial domain diversity. Meanwhile, by adopting the LDS concept in the FD, MC signalling can also be activated for mitigating the deleterious effects of frequency-selective fading. Furthermore, in contrast to the conventional orthogonal MU systems, where ‘only’ up to 100% normalized user-load can be attained, each orthogonal FD resource unit in the proposed STC/GSM-SCDMA system is capable of supporting more than ‘just’ a single user. Hence, our solution supports a high normalized user-load.

- Secondly, we design a joint factor graph for representing the connections of the proposed STC/GSM-SCDMA system, which combines the GSM symbols with the quadrature amplitude modulation (QAM) symbols and aggregates all observations at all RAs of each subcarrier. Then bespoke MPA detection is conceived based on the proposed joint factor graph.

- Thirdly, a 3-dimensional (3D) factor graph is designed, where the connections between users and TAs as well as those between subcarriers and RAs are separately illustrated, based on which a low-complexity AMP detector is proposed. The AMP detector conceived in this chapter imposes 1000 times lower computational complexity than the MPA detector, at the cost of a modest 2 dB BER SNR increase.

- Finally, the theoretical single-user performance bound is derived for the proposed STC/GSM-SCDMA system for transmission over frequency-selective Rayleigh fading channels, which is employed as the benchmark of the multiuser STC/GSM-SCDMA systems. Our simulation results also demonstrate that our STC/GSM-SCDMA system outperforms the MIMO-NOMA systems of [29, 110].
<table>
<thead>
<tr>
<th>Contributions</th>
<th>STC/GSM-SCMA</th>
<th>[91]</th>
<th>[26]</th>
<th>[170]</th>
<th>[110]</th>
<th>[149]</th>
<th>[29]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalized spatial modulation (GSM)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple-input multiple-output (MIMO)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Space-time coding (STC)</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sparse code multiple access (SCMA)</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3-dimensional (3D) diversity</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multicarrier communications</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor graph design</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Message passing-aided (MPA) detection</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Low-complexity detection</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>BER over frequency-selective channels</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Union bound</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
The rest of this chapter is structured as follows. Section 6.2 describes the transmitter and receiver of the proposed STC/GSM-SCDMA system. A pair of detection algorithms are proposed in Section 6.3, whereas the analysis of the single-user performance in a STC/GSM-SCDMA system is discussed in Section 6.4. Following this, Section 6.5 demonstrates the numerical results of the STC/GSM-SCDMA system performance in different cases. Finally, main conclusions of our work will be provided in Section 6.6.

Chapter 6 STC/GSM-SCDMA

6.2 System Model

In this section, we introduce the transmitter and receiver models of the proposed uplink STC/GSM-SCDMA system in Sections 6.2.1 and 6.2.2, respectively, along with the main assumptions used in the study.

6.2.1 Transmitter Model

Explicitly, we consider the uplink of a multiuser MC communication system, where \( K \) users simultaneously transmit their signals mapped to \( N \) subcarriers and \( N_T \) activated transmit antennas (TAs) per user to a single base station (BS) equipped with \( N_R \) receiver antennas (RAs). Frequency-selective Rayleigh fading channels having \( L \) CIR taps are considered. The STC/GSM-SCDMA transmitter of user \( k \) \((k \in [1,K])\) is shown in Fig. 6.2, where \( N_A \) TAs out of the total \( N_T \) TAs are activated to transmit user \( k \)’s signal.

\[
b_k = b_{k1} | b_{k2}
\]

More specifically, within a single symbol duration (SD), user \( k \) transmits the bit sequence \( b_k = b_{k1} | b_{k2} \) of \( b = b_1 + b_2 \) bits by \( N_A \) activated TAs chosen from the \( N_T \) TAs. Here, \( b_{k1} \) comprising \( b_1 = \lfloor \log_2 \left( \frac{N_T}{N_A} \right) \rfloor \) bits is employed to activate \( N_A \) TA indices, forming a GSM symbol \( m_k \) in the GSM symbol set \( M_1 = \{ \bar{m}_1, \cdots, \bar{m}_{M_1} \} \), where \( M_1 = 2^{b_1} \). Table 6.2 exemplifies the bit-GSM symbol-TA mapping for a \( N_T = 6, N_A = 2 \) GSM/STC-SCDMA system. Hence, there exist \( \left( \frac{N_T}{N_A} \right) = \binom{6}{2} = 15 \) activated TA combinations, which indicates that \( b_1 = \lfloor \log_2 15 \rfloor = 3 \) bits can be conveyed by the TA activation patterns [41]. For

\[\lfloor x \rfloor\] represents the largest integer that is smaller than \( x \).
Table 6.2: The bit-GSM symbol-TA mapping for a $N_T = 6$, $N_A = 2$ STC/GSM-SCDMA system.

<table>
<thead>
<tr>
<th>$b_{k1}$</th>
<th>$M_1$</th>
<th>TA indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>$\bar{m}_1$</td>
<td>(1,4)</td>
</tr>
<tr>
<td>001</td>
<td>$\bar{m}_2$</td>
<td>(1,5)</td>
</tr>
<tr>
<td>010</td>
<td>$\bar{m}_3$</td>
<td>(1,6)</td>
</tr>
<tr>
<td>011</td>
<td>$\bar{m}_4$</td>
<td>(2,4)</td>
</tr>
<tr>
<td>100</td>
<td>$\bar{m}_5$</td>
<td>(2,5)</td>
</tr>
<tr>
<td>101</td>
<td>$\bar{m}_6$</td>
<td>(2,6)</td>
</tr>
<tr>
<td>110</td>
<td>$\bar{m}_7$</td>
<td>(3,5)</td>
</tr>
<tr>
<td>111</td>
<td>$\bar{m}_8$</td>
<td>(3,6)</td>
</tr>
</tbody>
</table>

instance, as shown in Table 6.2, $b_{k1} = [000]$ maps to the GSM symbol $\bar{m}_1$, which activates the $q_1 = 1$-st and $q_2 = 4$-th TAs to transmit user $k$’s signal. Meanwhile, a $(b_2 = N_A \log_2 M_2)$-bit sequence $b_{k2}$ is mapped to $N_A M_2$ QAM symbols, $s_{k,q_1}, s_{k,q_2}, \cdots, s_{k,q_{N_A}}$, where $s_{k,q_a} \in \mathcal{S}$, $\mathcal{S}$ is the QAM symbol set and $q_a$, $a = 1, \cdots, N_A$, is the antenna index of the $a$-th activated TA.

Later, STC is performed on the $N_A$ symbols $s_{k,q_1}, s_{k,q_2}, \cdots, s_{k,q_{N_A}}$ of user $k$ to achieve transmit diversity in the spatial domain. The well-known Alamouti STC code is formulated as [171]

$$G_{k,2} = \frac{1}{\sqrt{2}} \begin{bmatrix} s_{k,q_1} & -s_{k,q_2}^* \\ s_{k,q_2}^* & s_{k,q_1}^* \end{bmatrix}, \quad (6.1)$$

where $s_{k,q_1}$ and $s_{k,q_2}$ represent the QAM symbols transmitted by the $q_1$-th and $q_2$-th TAs, respectively, in the $z = 1$-st SD, $-s_{k,q_2}^*$ and $s_{k,q_1}^*$ denote the QAM symbols transmitted by the $q_1$-th and $q_2$-th TA, respectively, in the $z = 2$-nd SD.

In a more general form, the STC-coded QAM symbol of a general GSM/STC-SCDMA system employing $N_A$ TA over the $Z$ SDs can be expressed as

$$T_k = G_{N_A,k}^{(Z)} = \frac{1}{\sqrt{Z}} \begin{bmatrix} t_{k,q_1}^{(1)} & t_{k,q_1}^{(2)} & \cdots & t_{k,q_1}^{(Z)} \\ t_{k,q_2}^{(1)} & t_{k,q_2}^{(2)} & \cdots & t_{k,q_2}^{(Z)} \\ \vdots & \vdots & \ddots & \vdots \\ t_{k,q_{N_A}}^{(1)} & t_{k,q_{N_A}}^{(2)} & \cdots & t_{k,q_{N_A}}^{(Z)} \end{bmatrix}, \quad (6.2)$$

where $G_{N_A,k}^{(Z)}$ represents the $(N_A \times Z)$-dimensional STC structure and $t_{k,q_a}^{(z)}$, $a = 1, \cdots, N_A$, and $z = 1, \cdots, Z$, is the STC-coded QAM symbol transmitted by $q_a$-th TA in the $z$-th SD. Since the QAM symbol $s_{k,q_a}$ will be transmitted after STC in its original form $s_{k,q_a}$, or as $s_{k,q_a}^*$, or as $-s_{k,q_a}$, or as $-s_{k,q_a}^*$, in the $z$-th SD, we define $\tilde{S}^{(z)}$ as the ‘STC-transformed’ QAM symbol set in the $z$-th SD. Again, considering the Alamouti-coded QAM symbols
of (6.1) transmitted by the \( q_1 \)-th TA as an example, we have \( t_{k,q_1}^{(1)} = s_{k,q_1}^{(1)} \in \tilde{S}^{(1)} = \mathcal{S} \), which indicates that in the 1-st SD, \( s_{k,q_1}^{(1)} \) is selected from the original set \( \mathcal{S} \) without any transformation. By contrast, we have \( t_{k,q_1}^{(2)} = -s_{k,q_1}^{(2)} \in \tilde{S}^{(2)} = -\mathcal{S} \), which means that in the 2-nd SD, the QAM symbol conveyed by the \( q_1 \)-th TA will be transmitted in the form of \( t_{k,q_1}^{(2)} = -s_{k,q_1}^{(2)} \), where each symbol in the QAM symbol set \( \mathcal{S} \) should be in this specific form, giving \( \tilde{S}^{(2)} = -\mathcal{S} \).

Following the STC, each STC-coded QAM symbol \( t_{k,q}^{(z)} \) is sparsely spread over \( d_c \) subcarriers by adopting the \((N \times 1)\) LDS \( \mathbf{v}_k \) preassigned to user \( k \). The \( d_c \) non-zero elements in the sparse sequence \( \mathbf{v}_k \) select the subcarriers employed for transmitting the QAM symbols of user \( k \) and are normalized to satisfy \( \| \mathbf{v}_k \|_2^2 = 1 \).

The positions of the non-zero elements in \( \mathbf{v}_k \) can be represented by an indicator matrix \( \mathbf{V} = [\tilde{\mathbf{v}}_1, \tilde{\mathbf{v}}_2, \cdots, \tilde{\mathbf{v}}_K] \), where \( \tilde{\mathbf{v}}_k \) is comprised of ‘1’s and ‘0’s representing the positions of non-zero elements and those of zero elements, respectively, in \( \mathbf{v}_k \). For instance, for a \( N = 4, K = 6 \) GSM/STC-SCDMA system, we may have an indicator matrix \( \mathbf{V} \) expressed as

\[
\mathbf{V} = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 \\
\end{bmatrix}.
\] (6.3)

Correspondingly, the number of users sharing one of the \( N \) subcarriers is expressed as \( d_x \), which has to obey \( d_x << K \). Then, in the example of the Alamouti’s code, the \((2N \times 2)\)-dimensional transmit signal matrix can be formulated as

\[
\mathbf{T}_k \otimes \mathbf{v}_k = \begin{bmatrix}
s_{k,q_1} & -s_{k,q_2}^* \\
s_{k,q_2} & s_{k,q_1}^*
\end{bmatrix} \otimes \mathbf{v}_k = \begin{bmatrix}
t_{k,q_1}^{(1)} & t_{k,q_1}^{(2)} \\
t_{k,q_2}^{(1)} & t_{k,q_2}^{(2)}
\end{bmatrix} \otimes \mathbf{v}_k,
\] (6.4)

where \( \otimes \) is the Kronecker product.

### 6.2.2 Receiver Model

Let us express the \( L \)-path channel impulse response (CIR) \( \mathbf{h}_{k,p}^{(r)} \) between the \( p \)-th TA \((p = 1, 2, \cdots, N_T)\) of user \( k \) and the \( r \)-th RA \((r = 1, 2, \cdots, N_R)\) at the BS in the TD as

\[
\mathbf{h}_{k,p}^{(r)} = [h_{k,p,1}^{(r)}, h_{k,p,2}^{(r)}, \cdots, h_{k,p,L}^{(r)}]^T,
\] (6.5)

where \( \mathbf{h}_{k,p}^{(r)} \) are independent identically distributed (iid) complex Gaussian random vectors with a zero mean and a variance of \( 0.5/L \) per dimension. Then, the corresponding FD channel transfer function (FD-CHTF) \( \mathbf{h}_{k,p}^{(r)} \) experienced by the \( N \) subcarriers can be
expressed as \[103\]
\[
\bar{h}_{k,p}^{(r)} = \mathcal{F}\Phi_L h_{k,p}^{(r)},
\]
(6.6)
where \(\Phi_L\) is a \((N \times L)\) mapping matrix constituted by the first \(L\) columns of an identity matrix \(I_N\), and \(\mathcal{F}\) is the \((N \times N)\) FFT matrix having the property of \(\mathcal{F}\mathcal{F}^H = \mathcal{F}^H\mathcal{F} = NI_N\). When considering all the \((N_T \times N_R)\) antennas, the \((NN_R \times N_T)\)-dimensional FD channel matrix \(\bar{H}_k\) of user \(k\) can be collectively expressed as

\[
\bar{H}_k = \begin{bmatrix}
\bar{h}_{k,1}^{(1)} & \cdots & \bar{h}_{k,N_T}^{(1)} \\
\vdots & \ddots & \vdots \\
\bar{h}_{k,1}^{(N_R)} & \cdots & \bar{h}_{k,N_T}^{(N_R)}
\end{bmatrix},
\]
(6.7)

Similar to the assumption employed in STC, we assume that the CIR \(\bar{h}_{k,p}^{(r)}\) of the proposed STC/GSM-SCDMA system remains constant across the \(Z\) SDs of one STC frame. Therefore, the \((N \times Z)\)-dimensional received observations \(Y^{(r)}\) at the \(r\)-th RA over the \(Z\) SDs of a STC/GSM-SCDMA system having \(N_A\) activated TAs can be expressed as

\[
Y^{(r)} = \frac{1}{\sqrt{Z}} \sum_{k=1}^{K} \left[ \text{diag}(\bar{h}_{k,q_1}^{(r)}), \text{diag}(\bar{h}_{k,q_2}^{(r)}), \cdots, \text{diag}(\bar{h}_{k,q_N}^{(r)}) \right] (T_k \otimes v_k) + N^{(r)}
\]
\[
= \frac{1}{\sqrt{Z}} \sum_{k=1}^{K} \text{diag}(v_k) \left[ \bar{h}_{k,q_1}^{(r)} \cdots \bar{h}_{k,q_N}^{(r)} \right] T_k + N^{(r)}
\]
\[
= \frac{1}{\sqrt{Z}} \sum_{k=1}^{K} \text{diag}(v_k) \bar{H}_{m_k}^{(r)} T_k + N^{(r)}
\]
(6.8)

where \(\text{diag}(\cdot)\) represents the diagonal matrix constructed by a vector, \(\bar{H}_{m_k}^{(r)} = \left[ \bar{h}_{k,q_1}^{(r)} \cdots, \bar{h}_{k,q_N}^{(r)} \right]\) is a \((N \times N_A)\)-dimensional channel matrix representing the FD CIRs between the \(N_A\) activated TAs selected by \(m_k \in \mathcal{M}_1\) and the \(r\)-th RA at the BS. Additionally, \(N^{(r)}\) is the additive white Gaussian noise (AWGN) with each column obeying the Gaussian distribution with zero-mean and a covariance matrix of \(2\sigma^2 I_N\), which may be expressed as \(\mathcal{CN}(0, 2\sigma^2 I_N)\), where \(\sigma^2 = 1/2\gamma\), \(\gamma\) denotes the signal-to-noise ratio (SNR) per symbol.

If we define the received observations \(Y\) of \(N_r\) RAs over the \(Z\) SDs of a STC/GSM-SCDMA system having \(N_A\) activated TAs as

\[
Y = \left[ (Y^{(1)})^T, (Y^{(2)})^T, \cdots, (Y^{(N_R)})^T \right]^T
\]
and let $\bar{H}_{mk} = \left[ (\bar{H}_{mk}^{(1)})^T, (\bar{H}_{mk}^{(2)})^T, \cdots, (\bar{H}_{mk}^{(NR)})^T \right]^T$, then we have

$$Y = \frac{1}{\sqrt{Z}} \sum_{k=1}^{K} (I_{NR} \otimes \text{diag}(v_k)) \bar{H}_{mk} T_k + n$$
$$= \frac{1}{\sqrt{Z}} \sum_{k=1}^{K} (I_{NR} \otimes \text{diag}(v_k)) \bar{H}_k E_{mk} T_k + n$$
$$= \frac{1}{\sqrt{Z}} \sum_{k=1}^{K} H_k E_{mk} T_k + n, \quad (6.9)$$

where by definition, we have $H_k = (I_{NR} \otimes \text{diag}(v_k)) \bar{H}_k$, with $\bar{H}_k$ given by (6.7) and $E_{mk}$ is a $(N_T \times N_A)$ dimensional TA selection matrix, whose $a$-th column has only the $q_a$-th element set to ‘1’, while all the remaining elements are ‘0’.

Having obtained the MIMO observation equation of (6.9), let us now consider both our new message passing algorithm (MPA) and approximate message passing (AMP) based detector in the next section.

### 6.3 Detection Algorithms

In Sections 6.3.1 and 6.3.2, we propose the above pair of detectors for our STC/GSM-SCDMA system, respectively, following the introduction of two different factor graph representations of the received signals.

#### 6.3.1 Message Passing-Aided Detection

Similar to other code-domain NOMA systems, the user-subcarrier relationship of the STC/GSM-SCDMA system can be visualized by a joint factor graph, comprising $K$ variable nodes (VNs), representing the $K$ symbols transmitted by $K$ users, and $N$ check nodes (CNs), related to the observations on $N$ subcarriers. In contrast to the conventional factor graph, where a single VN is only associated with a single QAM symbol, the $k$-th ($k \in [1, K]$) VN in our proposed joint factor graph combines not only the GSM symbol determined by the activated TAs, but also the $N_A$ QAM symbols transmitted by $N_A$ activated TAs of user $k$, whereas, the $n$-th ($n \in [1, N]$) CN is comprised of the $N_R$ observations from $N_R$ RAs of the $n$-th subcarrier. For convenience, let us define the GSM-QAM symbol transmitted by the $N_A$ activated TAs of user $k$ as $u_k = (m_k|s_k,q_1, s_k,q_2, \cdots, s_k,q_{NA})$, with $u_k \in \mathcal{M} = M_1 \otimes S^{NA}$.

The joint factor graph of our the STC/GSM-SCDMA system having $N = 4$ subcarriers, $d_c = 2$ and $d_x = 3$, supporting $K = 6$ users is exemplified in Fig. 6.3.
Before we detail our MPA detector, let us first define the connections to the VN $k$ and those to the CN $n$ in the factor graph into two sets, which can be respectively expressed as

$$U_k = \{n: 1 \leq n \leq N, e_{k,n} \neq 0\}, k = 1, \cdots, K \quad (6.10)$$

$$C_n = \{k: 1 \leq k \leq K, e_{k,n} \neq 0\}, n = 1, \cdots, N. \quad (6.11)$$

As shown in Fig. 6.3, information can be conveyed both upwards from the CN $n$ to VN $k$ and downward from VN $k$ to CN $n$. Let us define $\delta^{(g,i)}_{n\to k}(g \in \mathcal{M})$ as the information conveyed from CN $n$ to VN $k$ during the $i$-th iteration of the MPA detection, which represents the probability of $g = u_k$, when given the probabilities received by CN $n$ from all the connected VNs $[n]$, excluding VN $k$, which can be expressed as $[n]\{k \in \{C_n\} \setminus k\}$, where \(^\setminus\) represents the operation of exclusion. By contrast, the information transmitted from VN $k$ to CN $n$ in the $i$-th iteration is expressed as $\eta^{(g,i)}_{k\to n}$, which represents the probability of $g = u_k$, given the probabilities received by VN $k$ from all the connected CNs $[k]$ excluding CN $n$, which can be expressed as $[k]\{n \in \{U_k\} \setminus n\}$. Then the MPA based detector [29] operates as follows:

### 6.3.1.1 Initialisation

Since we assume equiprobable transmission of all symbols, $\eta^{(g,0)}_{k\to n}$ is initialised to $1/M$ for all $g = u_k \in \mathcal{M}$ and any $e_{k\to n} \neq 0$, where $M = M_1 \times M_2^{N_A}$.

### 6.3.1.2 Variable Node Update

Then, at the $i$-th iteration, the information conveyed by CN $n$ to VN $k$, i.e., $\delta^{(g,i)}_{n\to k}$ for $k \in C_n$ and $n \in U_k$ is the product of the information gleaned from all the other edges connected to CN $n$, whereas the information received at VN $k$ is the sum of the information arriving from all the CNs that are connected to VN $k$, which can be expressed
as

$$\delta_{n \rightarrow k}^{g,i} = \sum_{\mathbf{u}_{[n]} \in \mathcal{M}^{d_x - 1}} \left( \prod_{u_{k'} \in \mathbf{u}_{[n]} \setminus u_k} \eta_{k' \rightarrow n}^{(g,i)} \right) \prod_{r=1}^{N} \prod_{z=1}^{Z} p(y_{nr}^{(z)} | \mathbf{u}_{[n]}, u_k = g),$$

(6.12)

where $\mathcal{M}^{d_x - 1}$ represents the GSM-QAM symbol sets of the users connected to CN $n$ excluding user $k$ and $\prod_{u_{k'} \in \mathbf{u}_{[n]} \setminus u_k} \eta_{k' \rightarrow n}^{(g,i)}$ is the a priori probability of a given $\mathbf{u}_{[n]} \setminus u_k$ with $u_{k'} = g$. When $\mathbf{u}_{[n]}$ is given, the PDF of $p(y_{nr}^{(z)} | \mathbf{u}_{[n]})$ can be expressed as

$$p(y_{nr}^{(z)} | \mathbf{u}_{[n]}) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{|y_{nr}^{(z)} - \frac{1}{\sqrt{Z}} \sum_{k \in \mathcal{C}_n} \sum_{q_a \in m_k} h_{k,q_a,n}^{(r)} t_{k,q_a}^{(z)}|^2}{2\sigma^2} \right),$$

(6.13)

where $q_a \in m_k$ represents the activated TA selected by $m_k$ and $\mathcal{C}_n$ is given in (6.11).

In particular, when Alamouti’s code is employed, we have $N_A = 2$, $Z = 2$, and

$$p(y_{nr}^{(1)} | \mathbf{u}_{[n]}) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{|y_{nr}^{(1)} - \frac{1}{\sqrt{2}} \sum_{k \in \mathcal{C}_n} \left( h_{k,q_1,n}^{(r)} s_{k,q_1} + h_{k,q_2,n}^{(r)} s_{k,q_2}^* \right)|^2}{2\sigma^2} \right),$$

(6.14)

$$p(y_{nr}^{(2)} | \mathbf{u}_{[n]}) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{|y_{nr}^{(2)} - \frac{1}{\sqrt{2}} \sum_{k \in \mathcal{C}_n} \left( -h_{k,q_1,n}^{(r)} s_{k,q_2} + h_{k,q_2,n}^{(r)} s_{k,q_1}^* \right)|^2}{2\sigma^2} \right).$$

(6.15)

### 6.3.1.3 Check Node Update

Next, at the $(i + 1)$-st iteration, the values $\delta_{n \rightarrow k}^{g,i}$ obtained in the $i$-th iteration are used to update $\eta_{k \rightarrow n}^{(g,i+1)}$, which can be expressed as

$$\eta_{k \rightarrow n}^{(g,i+1)} = \varepsilon_{k,n} \prod_{n' \in \mathcal{U}_k \setminus n} \delta_{n' \rightarrow k}^{(g,i)},$$

(6.16)

where $\varepsilon_{k,n}$ is the normalisation factor enabling $\sum_{g \in \mathcal{M}} \eta_{k \rightarrow n}^{(g,i+1)} = 1$. 
6.3.1.4 Symbol Mapping

Finally, after the pre-set number of iterations \( I \) is reached, the detector detects the transmitted symbol of the \( k \)th user as

\[
\hat{u}_k = (\hat{m}_k | \hat{s}_{k,q_1}, \cdots, \hat{s}_{k,q_a}) = \arg \max_{g \in \mathcal{M}} \prod_{n \in \mathcal{U}_{k}} \delta_{n \rightarrow k}^{(g,I)}\quad k = 1, 2, \ldots, K. \tag{6.17}
\]

We can see from (6.12) that the computational complexity is primarily dominated by the upward information transition, giving a complexity order of \( \mathcal{O}(M^{d_x-1}) = \mathcal{O}((M_1 M_2 N^A)^{d_x-1}) \).

6.3.2 Approximated Message Passing Detection

From the above discussion we know that the MPA complexity order is \( \mathcal{O} \left[ (M_1 M_2 N^A)^{d_x-1} \right] \), which increases exponentially with the number of users \( d_x \) sharing a single subcarrier, and the number of TAs activated per symbol. In order to reduce the detection complexity, we now propose a novel detection algorithm for our STC/GSM-SCDMA system by appropriately adapting the AMP algorithm \([172,173]\), which approximates the downward propagation of STC-coded QAM symbol \( t_{k,q}^{(z)} \) transmitted by \( q_a \)-th TA of user \( k \) at \( z \)-th SD to obey a complex Gaussian distribution \( \mathcal{N}(t_{k,q}^{(z)}; \mu_{km_{k \rightarrow nr}}^{(q_a,z,i)} \omega_{km_{k \rightarrow nr}}^{(q_a,z,i)}) \) \([173,174]\], where \( \mu^{(q_a,z,i)}_{km_{k \rightarrow nr}} \) and \( \omega^{(q_a,z,i)}_{km_{k \rightarrow nr}} \) represent the mean and variance of the complex random variable \( t_{k,q}^{(z)} \), respectively.

Now that the STC-coded QAM symbols and the GSM symbol are detected separately, we design a 3D factor graph representation of the STC/GSM-SCDMA systems, as exemplified in Fig. 6.4, before we introduce the AMP detection. More specifically, VN \( k \) in the joint factor graph of Fig. 6.3 is now expanded to \( M_1 \) sub-nodes, which represent the \( M_1 \) GSM symbols that are possibly employed to select user \( k \)'s activated TAs. Hence, VN \( km_k \) represents the \( N_A \) activated TAs of user \( k \) determined by the GSM symbol \( m_k \in M_1 \), as exemplified in Table 6.2. By contrast, each CN in the 3D factor graph now combines all the \( N_R \) observations obtained from the \( N_R \) RAs, such that CN \( nr \) (\( n = 1, 2, \cdots, N, r = 1, 2, \cdots, N_R \)) represents the observation of the \( n \)-th subcarrier at the \( r \)-th RA at the receiver.

Therefore, the connections to VN \( km_k \) and to CN \( nr \) in the proposed 3D factor graph can then be defined in two sets, expressed as

\[
\mathcal{U}_{km_k} = \{ n : 1 \leq n \leq N, r : 1 \leq r \leq N_R, e_{km_k,nr} \neq 0 \}, k = 1, \cdots, K, m_k \in M_1 \tag{6.18}
\]

\[
\mathcal{C}_{nr} = \{ m_k \in M_1, k : 1 \leq k \leq K, e_{km_k,nr} \neq 0 \}, n = 1, \cdots, N, r = 1, \cdots, N_R \tag{6.19}
\]

Similar to the MPA detection, the AMP detection also passes information both upwards and downwards via the 3D factor graph of Fig. 6.4. Now let us define the information
Figure 6.4: An example of the proposed 3D factor graph design of the STC/GSM-SCDMA system with the parameters of $N = 4$, $d_c = 2$, $d_x = 3$ and $K = 6$.

associated with $t_{k,q_a}^{(z)}$ passed from VN $km_k$ to CN $nr$ in the $i$-th iteration as $\eta_{km_k \rightarrow nr}^{(i)}(t_{k,q_a}^{(z)})$, whereas the reverse information transmission from CN $nr$ to VN $km_k$ in the $i$-th iteration as $\delta_{nr \rightarrow km_k}^{(i)}(t_{k,q_a}^{(z)})$. Then, the proposed AMP detector for the STC/GSM-SCDMA system operates the following steps:

6.3.2.1 Initialisation

The initialisation of the information $\eta_{km_k \rightarrow nr}^{(0)}(t_{k,q_a}^{(z)})$ from VN $km_k$ to CN $nr$ is under the assumption of equiprobable transmission, which can be expressed as $\eta_{km_k \rightarrow nr}^{(0)}(t_{k,q_a}^{(z)}) = 1/M$. Hence, in the 1-st iteration we have the mean $\mu_{km_k \rightarrow nr}^{(q_a,z,1)}$ and variance $\omega_{km_k \rightarrow nr}^{(q_a,z,1)}$ for the Gaussian distributed variable $t_{k,q_a}^{(z)}$, which are expressed as

$$\mu_{km_k \rightarrow nr}^{(q_a,z,1)} = \sum_{t_{k,q_a}^{(z)} \in \tilde{S}^{(z)}} t_{k,q_a}^{(z)} \cdot \eta_{km_k \rightarrow nr}^{(0)}(t_{k,q_a}^{(z)}) = \frac{1}{M} \sum_{t_{k,q_a}^{(z)} \in \tilde{S}^{(z)}} t_{k,q_a}^{(z)}$$

$$\omega_{km_k \rightarrow nr}^{(q_a,z,1)} = \sum_{t_{k,q_a}^{(z)} \in \tilde{S}^{(z)}} \left| t_{k,q_a}^{(z)} \right|^2 \cdot \eta_{km_k \rightarrow nr}^{(0)}(t_{k,q_a}^{(z)}) - \left| \mu_{km_k \rightarrow nr}^{(q_a,z,1)} \right|^2,$$

respectively, where $\tilde{S}^{(z)}$ represents the ‘STC-transformed’ QAM symbol set of user $k$ in the $z$-th SD, as defined in Section II-A.

6.3.2.2 Variable Node Update

Rather than updating $\eta_{km_k \rightarrow nr}^{(i)}(t_{k,q_a}^{(z)})$ using (6.12), as that in MPA detector, the AMP detector approximates $\eta_{km_k \rightarrow nr}^{(i)}(t_{k,q_a}^{(z)})$ as a complex Gaussian variable with the distribution $\mathcal{CN}(t_{k,q_a}^{(z)}; \mu_{km_k \rightarrow nr}^{(q_a,z,i)}, \omega_{km_k \rightarrow nr}^{(q_a,z,i)})$, which will be derived after the description of the CN update in the next step, as given in (6.29) and (6.30).
Then, in the $i$-th iteration of the AMP detection, the update of $\delta_{nr \rightarrow km_k}^{(i)}(t_{k,qa}^{(z)})$ is similar to that of the MPA detector, which is also the product of the information obtained from all the other edges connected to CN $nr$, and can be expressed as

$$
\delta_{nr \rightarrow km_k}^{(i)}(t_{k,qa}^{(z)}) = \sum_{u_{[n]}(m_k, t_{k,qa}^{(z)})} \left( \prod_{k' \in C_{nr} \setminus km_k} \prod_{q' \in m'_k} \mathcal{N}_C \left( (t_{k',q'}^{(z)}; \lambda^{(q',z,i)}_{k'q'}, \varphi^{(q',z,i)}_{k'q'}) \right) \right) p(y_{nr}^{(z)} | u_{[n]}),
$$

(6.22a)

where $p(y_{nr}^{(z)} | u_{[n]})$ is given by (6.13) and is also Gaussian distributed. Hence, $\delta_{nr \rightarrow km_k}^{(i)}(t_{k,qa}^{(z)})$ can also be approximated by a Gaussian distribution $\mathcal{N}_C(h_{k,qa,nr}^{(r)}, q_{nr \rightarrow km_k}^{(z)}, \beta_{nr \rightarrow km_k}^{(z)})$, as shown in (6.22b), where $h_{nr \rightarrow km_k}^{(r)}$ and $i_{nr \rightarrow km_k}^{(z)}$ are the mean and variance of the variable $h_{k,qa,nr}^{(r)}$ and can be expressed as

$$
a_{nr \rightarrow km_k}^{(z)} = \frac{y_{nr}^{(z)}}{2} - \frac{1}{2} \sum_{k' \in C_{nr} \setminus km_k} \sum_{q' \in m'_k} \left( h_{k',q',nr}^{(r)} q_{k,qa,nr}^{(z)} \right) + h_{k,qa,nr}^{(r)} q_{nr \rightarrow km_k}^{(z)} + h_{k,qa,nr}^{(r)} i_{nr \rightarrow km_k}^{(z)},
$$

(6.23)

$$
\beta_{nr \rightarrow km_k}^{(z)} = \sigma^2 + \frac{1}{2} \sum_{k' \in C_{nr} \setminus km_k} \sum_{q' \in m'_k} \left( h_{k',q',nr}^{(r)} i_{nr \rightarrow km_k}^{(z)} \right) - |h_{k,qa,nr}^{(r)}|^2 \omega_{nr \rightarrow km_k}^{(z)},
$$

(6.24)

respectively.

### 6.3.2.3 Check Node Update

The updated $\delta_{nr \rightarrow km_k}^{(i)}(t_{k,qa}^{(z)})$ will be conveyed to CN $nr$ via the edge $e_{km_k,nr}$ of the 3D factor graph, for updating $\eta_{km_k}^{(q,i)}$. Following the message passing rules, we have

$$
\eta_{km_k \rightarrow nr}^{(i)}(t_{k,qa}^{(z)}) = \varepsilon_{km_k,nr} \prod_{n' \in \mathcal{U}_{km_k} \setminus nr} \delta_{n' \rightarrow km_k}^{(i)}(t_{k,qa}^{(z)}),
$$

(6.25)

where $\varepsilon_{km_k,nr}$ is the normalisation factor enabling $\sum_{m_k \in M_1} \sum_{k \in (z)} \varepsilon_{km_k,nr} \sum_{k} \delta_{km_k \rightarrow nr}^{(i)}(t_{k,qa}^{(z)}) = 1$. By applying (6.22b) to (6.25), we obtain

$$
\eta_{km_k \rightarrow nr}^{(i)}(t_{k,qa}^{(z)}) = \frac{\mathcal{N}_C \left( t_{k,qa}^{(z)}; \lambda^{(q,a,z,i)}_{km_k \rightarrow nr}, \varphi^{(q,a,z,i)}_{km_k \rightarrow nr} \right)}{\sum_{m_k' \in M_1} \sum_{t_{k,qa}^{(z)}} \mathcal{N}_C \left( t_{k,qa}^{(z)}; \lambda^{(q,a,z,i)}_{km_k' \rightarrow nr}, \varphi^{(q,a,z,i)}_{km_k' \rightarrow nr} \right)}
$$

(6.26)

where $\varphi^{(q,a,z,i)}_{km_k \rightarrow nr}$ and $\lambda^{(q,a,z,i)}_{km_k \rightarrow nr}$ can be expressed respectively as

$$
\varphi^{(q,a,z,i)}_{km_k \rightarrow nr} = \lambda^{(q,a,z,i)}_{km_k \rightarrow nr} \left( \sum_{n' \in \mathcal{U}_{km_k}} \frac{h_{k,qa,nr}^{(r)} a_{n' \rightarrow km_k}^{(q,a,z,i)}}{\beta_{n' \rightarrow km_k}^{(q,a,z,i)}} - \frac{h_{k,qa,nr}^{(r)} a_{nr \rightarrow km_k}^{(q,a,z,i)}}{i_{nr \rightarrow km_k}^{(q,a,z,i)}} \right)
$$

(6.27)
\[ \lambda_{kmk \to nr}^{(q_a,z,i)} = \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{|h_{k,q_a,n'}^{(r')}|^2}{\beta_{n'r' \to kmk}^{(q_a,z,i)}} \frac{|h_{k,q_a,n'}^{(r')}|^2}{\beta_{nr \to kmk}^{(q_a,z,i)}} \right)^{-1}. \] 

(6.28)

A classic technique of finding the Gaussian approximation of \( \eta_{kmk \to nr}^{(i)}(t_{k,q_a}^{(z)}) \) in the \( i \)-th iteration is by minimizing the inclusive Kullback-Leibler (KL) divergence \([173, 175]\), expressed as \( \text{KL}(\eta_{kmk \to nr}^{(i)}(t_{k,q_a}^{(z)}) || \tilde{\eta}_{kmk \to nr}^{(i)}(t_{k,q_a}^{(z)})) \), giving the mean and variance of

\[ \mu_{kmk \to nr}^{(q_a,z,i)} = \sum_{t_{k,q_a}^{(z)} \in \mathcal{S}} t_{k,q_a}^{(z)} \cdot \eta_{kmk \to nr}^{(i-1)}(t_{k,q_a}^{(z)}) \] 

(6.29)

\[ \omega_{kmk \to nr}^{(q_a,z,i)} = \sum_{t_{k,q_a}^{(z)} \in \mathcal{S}} \left| t_{k,q_a}^{(z)} \right|^2 \cdot \eta_{kmk \to nr}^{(i-1)}(t_{k,q_a}^{(z)}) - \left| \mu_{kmk \to nr}^{(q_a,z,i)} \right|^2. \] 

(6.30)

Furthermore, since STC is employed in the proposed STC/GSM-SCDMA system, the QAM symbol \( s_{k,q_a}^{(1)} \) of user \( k \), which is initially transmitted by the \( q_a \)-th TA, is also retransmitted by the other activated TAs in the following \( (Z - 1) \) SDs, after some form of ‘STC-transformation’, for example, in its additive inverse or conjugate form, as discussed in Section 6.2.1. Hence, the information associated with \( s_{k,q_a}^{(1)} \) can be obtained over all the \( Z \) SDs and can be exploited for improving the reliability of the information passing in the next iteration. For example, when Alamouti’s code of (6.1) is employed, the mean \( \varphi_{kmk \to nr}^{(q_a,z,i)} \) and variance \( \lambda_{kmk \to nr}^{(q_a,z,i)} \) for \( z = 1, 2, \) and \( q_a = q_1, q_a = q_2 \) can be expressed in (6.31) and (6.32), respectively as

\[ \varphi_{kmk \to nr}^{(q_1,1,i)} = \lambda_{kmk \to nr}^{(q_1,1,i)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{h_{k,q_1,n'}^{(r')} \alpha_{n'r' \to kmk}^{(q_1,1,i)}}{\beta_{n'r' \to kmk}^{(q_1,1,i)}} \right) + \lambda_{kmk \to nr}^{(q_1,2,i)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{h_{k,q_2,n'}^{(r')} \alpha_{n'r' \to kmk}^{(q_1,2,i)}}{\beta_{n'r' \to kmk}^{(q_1,2,i)}} \right) \] 

(6.31a)

\[ \varphi_{kmk \to nr}^{(q_2,1,i)} = \lambda_{kmk \to nr}^{(q_2,1,i)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{h_{k,q_2,n'}^{(r')} \alpha_{n'r' \to kmk}^{(q_2,1,i)}}{\beta_{n'r' \to kmk}^{(q_2,1,i)}} \right) - \lambda_{kmk \to nr}^{(q_1,1,i)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{h_{k,q_1,n'}^{(r')} \alpha_{n'r' \to kmk}^{(q_1,1,i)}}{\beta_{n'r' \to kmk}^{(q_1,1,i)}} \right) \] 

(6.31b)

\[ \varphi_{kmk \to nr}^{(q_1,2,i)} = \lambda_{kmk \to nr}^{(q_1,2,i)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{h_{k,q_2,n'}^{(r')} \alpha_{n'r' \to kmk}^{(q_1,2,i)}}{\beta_{n'r' \to kmk}^{(q_1,2,i)}} \right) - \lambda_{kmk \to nr}^{(q_2,1,i)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} \frac{h_{k,q_1,n'}^{(r')} \alpha_{n'r' \to kmk}^{(q_1,1,i)}}{\beta_{n'r' \to kmk}^{(q_1,1,i)}} \right) \] 

(6.31c)
\[ \varphi_{(q_2, 2, i)}^{(q_2, 2, i)} = \lambda_{km_k \rightarrow nr}^{(q_2, 2, i)} \left( \sum_{n' \in U_{km_k}} \frac{|h_{k, q_2}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_2, 2, i)}} + \sum_{n' \in U_{km_k}} \frac{|h_{k, q_1}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_2, 2, i)}} \right) + \sum_{n' \in U_{km_k}} \frac{|h_{k, q_1}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_2, 2, i)}} \right), \]

(6.31d)

\[ \lambda_{km_k \rightarrow nr}^{(q_1, 1, i)} = \left( \sum_{n' \in U_{km_k}} \frac{|h_{k, q_1}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_1, 1, i)}} + \sum_{n' \in U_{km_k}} \frac{|h_{k, q_1}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_1, 1, i)}} \right)^{-1} \]  

(6.32a)

\[ \lambda_{km_k \rightarrow nr}^{(q_1, 2, i)} = \left( \sum_{n' \in U_{km_k}} \frac{|h_{k, q_1}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_1, 2, i)}} + \sum_{n' \in U_{km_k}} \frac{|h_{k, q_1}^{(r')}|}{\beta_{n' \rightarrow km_k}^{(q_1, 2, i)}} \right)^{-1} \]  

(6.32c)

Considering (6.31) as an example, we combine the statistics of the QAM symbol \( s_{k,q_1} \) over the \( Z = 2 \) SDs. Since \( s_{k,q_1}^* \) is transmitted by the \( q_1 \)-th TA in the 1-st SD and its conjugate form \( s_{k,q_1} \) is transmitted by \( q_2 \)-th TA in the 2-nd SD, the mean \( \alpha_{nr \rightarrow km_k}^{(q_2, 2, i)} \) of the Gaussian distribution \( \mathcal{N}_c(h_{k, q_2}^{(r')}, \lambda_{km_k}^{(q_2, 2, i)}, \varphi_{km_k}^{(q_2, 2, i)}) \) has to be conjugated before combining, giving the expression of the second term of (6.31).

### 6.3.2.4 Final Iteration

After a pre-determined number \( I \) of iterations is reached, we calculate the information of the \( km_k \)-th VN gleaned from all CNs that are connected to the \( km_k \)-th VN, which can be expressed as

\[ \eta_{km_k}^{(z)}(t_{k,q_0}^{(z)}) = \frac{\mathcal{N}_c \left( t_{k,q_0}^{(z)}; \lambda_{km_k}^{(q_0, z, I)}, \varphi_{km_k}^{(q_0, z, I)} \right)}{\sum_{m' \in M_1} \sum_{t_{k,q_0}^{(z)}} \mathcal{N}_c \left( t_{k,q_0}^{(z)}; \lambda_{km_k}^{(q_0, z, I)}, \varphi_{km_k}^{(q_0, z, I)} \right)}, \]  

(6.33)
where $\lambda_{kmk}^{(q_a,z,l)}$ and $\varphi_{kmk}^{(q_a,z,l)}$ are the mean and variance of the variable $t_{k,q_a}^{(z)}$ in the $l$-th iteration and can be respectively expressed as

$$
\varphi_{kmk}^{(q_a,z,l)} = \lambda_{kmk}^{(q_a,z,l)} \left( \sum_{n'r' \in \mathcal{U}_{kmk}} h_{k,q_a,n'r'}^{(q_a,z,l)} \right) \quad (6.34)
$$

$$
\lambda_{kmk}^{(q_a,z,l)} = \left( \sum_{n'r' \in \mathcal{U}_{kmk}} |h_{k,q_a,n'r'}^{(q_a,z,l)}|^2 \right)^{-1}. \quad (6.35)
$$

6.3.2.5 Symbol Mapping

The symbol mapping process can be expressed as

$$
\hat{m}_k^{(z)}, \hat{t}_{k,q_a}^{(z)} = \arg \max_{m_k \in \mathcal{M}_1, q_a \in \mathcal{M}} \eta_{kmk}^{(l)}(t_{k,q_a}^{(z)}), \quad k = 1, 2, \ldots, K. \quad (6.36)
$$

In summary, the proposed AMP detection algorithm of our STC/GSM-SCDMA system is summarized in Algorithm 5 and the complexity of the proposed AMP detector as well as its comparison to the MPA detector will be discussed in Section 6.5.2.

Algorithm 5 AMP detection for STC/GSM-SCDMA

Input:
- Received observations $y^{(r)}$, CSI $h_{kmk}^{(r)}$ for $m_k \in \mathcal{M}_1$, $r = 1, 2, \ldots, N_R$ and indicator matrix $V$;

Output:
- Detected symbols $\left( \hat{m}_k^{(z)}, \hat{t}_{k,q_a}^{(z)} \right)$. 

Initialization:
- $\eta_{kmk}^{(0)}(t_{k,q_a}^{(z)}, nr) = 1/M, \quad t_{k,q_a}^{(z)} \in \mathcal{S}^{(z)}, \quad nr \in \mathcal{U}_{kmk}, \quad k = 1, 2, \ldots, K$.

1: for $i = 1, \ldots, l$ do
2: Calculate $\mu_{kmk \rightarrow nr}^{(q_a,z,i)}$ and $\varphi_{kmk \rightarrow nr}^{(q_a,z,i)}$ using (6.29) and (6.30), respectively;
3: Calculate $\alpha_{nr \rightarrow kmk}^{(q_a,z,i)}$ and $\varphi_{nr \rightarrow kmk}^{(q_a,z,i)}$ using (6.23) and (6.24), respectively;
4: Calculate $\lambda_{kmk \rightarrow nr}^{(q_a,z,i)}$ and $\varphi_{kmk \rightarrow nr}^{(q_a,z,i)}$ using (6.27) and (6.28), respectively;
5: Update $\eta_{kmk}^{(i)}(t_{k,q_a}^{(z)}, nr)$ using (6.26);
6: end for
7: Calculate the parameter $\lambda_{kmk}^{(q_a,z,l)}$ and $\varphi_{kmk}^{(q_a,z,l)}$ using (6.34) and (6.35), respectively;
8: Update $\eta_{kmk}^{(l)}(t_{k,q_a}^{(z)}, nr)$ using (6.33);
9: Obtain $\left( \hat{m}_k^{(z)}, \hat{t}_{k,q_a}^{(z)} \right)$ using (6.36).
6.4 Single-User Performance Analysis

In this section, we analyze the single-user performance bound as the benchmark of our proposed STC/GSM-SCDMA system for transmission over frequency selective channels. When the proposed STC/GSM-SCDMA system supports only a single user, the received observations of (6.9) become

\[ Y = \frac{1}{\sqrt{Z}} HE_m T + n. \]  

(6.37)

Then, following [51], the pairwise error probability (PEP) when the transmitted \( E_m T \) is detected as \( E_{\tilde{m}} \tilde{T} \neq E_m T \) can be expressed as

\[ P(E_m T \rightarrow E_{\tilde{m}} \tilde{T}) = E_H \left[ Q\left( \sqrt{\frac{\gamma}{2}} \| HE_{\tilde{m}} \tilde{T} - HE_m T \|^2 \right) \right], \]  

(6.38)

where the Q-function \( Q(x) \) is defined as \( Q(x) = (2\pi)^{-1/2} \int_x^{\infty} e^{-t^2/2} dt \), and \( E_H [\cdot] \) denotes the average with respect to the channels between the user and the BS. Upon invoking the alternative representation of \( Q(x) \) of \( Q(x) = \pi^{-1} \int_0^{\pi/2} \exp \left( -\frac{x^2}{2 \sin^2 \theta} \right) d\theta \) [118], the PEP of (6.38) can be expressed as

\[ P(E_m T \rightarrow E_{\tilde{m}} \tilde{T}) = E_H \left[ \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{\gamma}{4 \sin^2 \theta} \| HE_{\tilde{m}} \tilde{T} - HE_m T \|^2 \right) d\theta \right] \]  

(6.39a)

\[ = \frac{1}{\pi} \int_0^{\pi/2} \Phi_{\| HE_{\tilde{m}} \tilde{T} - HE_m T \|^2} \left( -\frac{\gamma}{4 \sin^2 \theta} \right) d\theta, \]  

(6.39b)

where \( \Phi_{\| HE_{\tilde{m}} \tilde{T} - HE_m T \|^2} (\cdot) \) is the moment generation function (MGF) of the variable \( \| HE_{\tilde{m}} \tilde{T} - HE_m T \|^2 \).

In the STC/GSM-SCDMA system, errors may optionally corrupt only the GSM symbol, only the QAM symbols, or both of them. When considering these three cases separately, the corresponding PEP \( P(E_m T \rightarrow E_{\tilde{m}} \tilde{T}) \) of (6.39b) can be derived as follows.

1. Errors in GSM Symbol Only

When only the GSM symbol is erroneous, i.e. \( E_{\tilde{m}} \neq E_m \) and \( \tilde{T} = T \), the PEP \( P_1(E_m T \rightarrow E_{\tilde{m}} T) \) can be expressed as

\[ P_1(E_m T \rightarrow E_{\tilde{m}} T) = E_H \left[ \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{\gamma\| T \|^2}{4 \sin^2 \theta} \| HE_{\tilde{m}} - HE_m \|^2 \right) d\theta \right] \]  

\[ = E_H \left[ \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{\gamma\| T \|^2}{4 \sin^2 \theta} \| H\Omega_1 \|^2 \right) d\theta \right] \]  

\[ = \frac{1}{\pi} \int_0^{\pi/2} \Phi_{\| H\Omega_1 \|^2} \left( -\frac{\gamma\| T \|^2}{4 \sin^2 \theta} \right) d\theta, \]  

(6.40)
where $\Omega_1 = E_{\tilde{m}} - E_m$.

2. Errors in QAM Symbols Only

By contrast, when the errors corrupt only the QAM symbol(s), we have $\tilde{T} \neq T$ and $E_{\tilde{m}} = E_m$. Then the PEP of (6.39b) can be re-written as

$$P_2(E_mT \rightarrow E_m\tilde{T}) = E_H \left[ \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\gamma}{4\sin^2\theta} \|HE_m\tilde{T} - HE_mT\|_2^2 \right) d\theta \right]$$

$$= E_H \left[ \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\|T - T\|_2^2 \gamma}{4\sin^2\theta} \|HE_{s_1}\|_2^2 \right) d\theta \right]$$

$$= \frac{1}{\pi} \int_0^{\pi} \Phi_{\|H\Omega_3\|_2^2} \left( -\frac{\|T - T\|_2^2 \gamma}{4\sin^2\theta} \right) d\theta,$$  \hspace{1cm} (6.41)

where $\Omega_2 = E_m$.

3. Errors in both GSM and QAM Symbols

Finally, when the errors occur in both the GSM and QAM symbol(s), we have $E_{\tilde{m}} \neq E_m$ and $\tilde{T} \neq T$. Correspondingly, (6.39b) can be modified to

$$P_3(E_mT \rightarrow E_m\tilde{T}) = E_H \left[ \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\gamma}{4\sin^2\theta} \|HE_m\tilde{T} - HE_mT\|_2^2 \right) d\theta \right]$$

$$= E_H \left[ \frac{1}{\pi} \int_0^{\pi} \exp \left( -\frac{\gamma}{4\sin^2\theta} \|H\Omega_3\|_2^2 \right) d\theta \right]$$

$$= \frac{1}{\pi} \int_0^{\pi} \Phi_{\|H\Omega_3\|_2^2} \left( -\frac{\gamma}{4\sin^2\theta} \right) d\theta,$$  \hspace{1cm} (6.42)

where $\Omega_3 = E_{\tilde{m}}\tilde{T} - E_mT$.

Since the channels experience correlated Rayleigh fading, the MGF of $\|H\Omega_i\|_2^2$ can be derived in the same way as that in [29,133], which can be expressed as

$$\Phi_{\|H\Omega_i\|_2^2}(t) = \det \left[ I_{NRNZ} - tR \left( I_{NRN} \otimes (\Omega_i\Omega_i^H) \right) \right]^{-1},$$  \hspace{1cm} (6.43)

where $\det(\cdot)$ denotes the determinant of a matrix and $R$ is the $(NRNZ \times NRNZ)$ covariance matrix of $\text{vec}(H^T)$, where $\text{vec}(\cdot)$ represents the vectorization operation of a matrix, converting the columns of a matrix into a single column vector. Note that we omit the calculations of $R$, since it has been demonstrated in [29,103].
If we substitute $\Phi_\|H\|^2(t)$ of (6.40)-(6.42) with (6.43) into (6.40), (6.41) and (6.42), respectively, the PEPs of (6.40), (6.41) and (6.42) representing the three erroneous scenarios can be re-written respectively as

$$P_1(E_mT \rightarrow E_mT) = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \det \left( I_{M_1UN} + \frac{\|T\|^2 \gamma}{4 \sin^2 \theta} R(I_{UN} \otimes (\Omega_1\Omega_1^H)) \right)^{-1} d\theta \quad (6.44a)$$

$$P_2(E_mT \rightarrow E_m\tilde{T}) = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \det \left( I_{M_1UN} + \frac{\|T - \tilde{T}\|^2 \gamma}{4 \sin^2 \theta} R(I_{UN} \otimes (\Omega_2\Omega_2^H)) \right)^{-1} d\theta \quad (6.44b)$$

$$P_3(E_mT \rightarrow E_m\tilde{T}) = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \det \left( I_{M_1UN} + \frac{\gamma}{4 \sin^2 \theta} R(I_{UN} \otimes (\Omega_3\Omega_3^H)) \right)^{-1} d\theta. \quad (6.44c)$$

Consequently, following the analysis in [29] and considering the three PEPs, the upper bound of the average BER (ABER) $P_e$ of the single-user STC/GSM-SCDMA system can be expressed as

$$P_e \leq \frac{1}{bM_1M_2^{N_A}} \sum_{m \in M_1} \sum_{\bar{s} \in X} \sum_{\bar{m} \in M_1} \sum_{\bar{s} \in S} D(b_1\|b_2, \bar{b}_1, \bar{b}_2) P(E_mT \rightarrow E_m\tilde{T}), \quad (6.45)$$

where $D(\cdot, \cdot)$ is defined as the Hamming distance between two binary entries, and $\bar{b}_i$, $i = 1, 2$, represents the mistaken detection of the bit sequence $b_i$.

### 6.5 Performance Results

In this section, the proposed STC/GSM-SCDMA system is characterized in terms of its BER vs. complexity in Sections 6.5.1 and 6.5.2, respectively.

#### 6.5.1 Bit Error Rate Performance

First, we quantify the single-user bound of (6.45) for the proposed STC/GSM-SCDMA system, when communicating over the $L = 1, 2$ and 4 frequency-selective Rayleigh fading channels, as shown in Fig. 6.5, where the user spreads its signal over $d_c = 2$ out of $N = 16$ subcarriers, and $N_T = 6$, $N_A = 2$, $N_R = 8$ or 16 is employed. The simulation results of the proposed STC/GSM-SCDMA system supporting a single user are also included in Fig. 6.5, where we can see that the theoretical bound and the simulation BER tend to converge upon increasing the SNR. Hence, we can conclude that when the SNR is
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Figure 6.5: Theoretical union bound of the proposed STC/GSM-SCDMA system and the simulated BER performance of the N_T = 6, N_A = 2, N_R = 4 STC/GSM-SCDMA system supporting K = 1 user over L = 1, 2 and 4 frequency-selective Rayleigh fading channels.

sufficiently high so that a BER below 10^{-2} can be attained, the theoretical bound of (6.45) derived in Section 6.4 can be employed as the single-user performance bound of our STC/GSM-SCDMA system, which provides design guidelines concerning the system parameters without the need for practical implementations.

Furthermore, we compare the BER performance of the proposed STC/GSM-SCDMA system to that of the popular MIMO-NOMA systems of [29,110]. More specifically, Fig. 6.6 shows the BER performance of the SM-SCDMA [29], STC-SCDMA [110] and the proposed STC/GSM-SCDMA systems supporting K = 24 users employing N = 16 subcarriers when communicating over the frequency-selective Rayleigh fading channels having L = 4. For fair comparison, all the systems considered transmit their signal at the same 6 BPS where all of them employ the MPA detector, associated with (a) N_R = 8 and (b) N_R = 16. We can see from both figures that our proposed STC/GSM-SCDMA system achieves superior BER performance, over the MIMO-NOMA benchmarkers considered in Fig. 6.6, since our STC/GSM-SCDMA system exploits the diversity in the SFD and conveys the information bits both by the TA indices and by the QAM symbols.

Fig. 6.7 further investigates the BER performance of the proposed STC/GSM-SCDMA systems in demanding large-scale access scenarios at a normalized user load of 150%, where employing the MPA detector for communicating over frequency-selective Rayleigh fading channel having L = 4. We can see that the performance is rather similar, when the proposed STC/GSM-SCDMA system supports a higher number of users, as long as the normalized user load remain unchanged at 150%. This is promising for demanding mMTC scenarios, where a BS may have to support thousands or even millions of devices.
Let us now demonstrate the influence of the normalized user load on the BER performance of the proposed STC/GSM-SCDMA systems, as shown in Fig. 6.8. More specifically, in Fig. 6.8, we have $N_T = 6$ TAs at each user’s transmitter with $N_A = 2$ TAs activated within a single SD, supporting $K = 16, 24$ and $32$ users by $N = 16$ subcarriers, where $N_R = 8$ or $16$ RAs are employed. The single-user bound is included as the benchmark. A slight performance loss can be observed at the demanding normalized user load of $200\%$ in the low-SNR region. But when the BER is below $10^{-2}$, the BER of our STC/GSM-SCDMA system supporting $K = 32$ users converges to that supporting $K = 16$ users and even to the single-user bound. Therefore, our STC/GSM-SCDMA system has the potential of supporting heavily-loaded NOMA systems in next-generation systems.
communications. It is also noticeable that in the case of 100% normalized user load, the MU BER performance is still upper bounded by the single-user bound.

The BER performance of the proposed low-complexity AMP detector of our STC/GSM-SCDMA system is shown in Fig. 6.9 and compared to the MPA detector, where $N_T = 6$ TAs, and $N_A = 2$ activated TAs are employed by each of the $K = 16$ users and $N_R = 16$ RAs are used by the BS. Again, $N = 16$ subcarriers are employed to support $K = 24$ users, when communicating over frequency-selective Rayleigh fading channels having $L = 1, 2$ and $4$. In the case of $L = 4$, a 1.5 dB SNR loss can be observed from Fig. 6.9 at the BER of $10^{-3}$, when the AMP detection is employed, compared to that of the MPA detector. However, this is achieved at a potentially 1000 times lower detection complexity, which will be detailed in Section 6.5.2.

The influence of $M_1$ and $M_2$ on the BER performance of our STC/GSM-SCDMA system is demonstrated in Fig. 6.10, where the $N_R = 16$ STC/GSM-SCDMA system supports $K = 24$ users by $N = 16$ subcarriers and the AMP detector is employed. Firstly, it can be concluded that when the number of activated TAs is fixed, increasing $N_T$ tends to result in a BER degradation, but extra bits may be conveyed. In Fig. 6.10, when $N_A$ is fixed to 2, $N_T = 4, 6$ and 7 give $b_1 = 2, 3$ and 4 bits to be conveyed by the activated TA indices per SD. By contrast, the increase of $M_2$ from 2 to 4 results in less than 0.5 dB SNR loss at a BER of $10^{-3}$, regardless of $N_T$s, while doubling the spectral efficiency.

Finally, Fig. 6.11 characterizes the convergence of the proposed low-complexity AMP detector for the $N_R = 16$ STC/GSM-SCDMA systems at the SNR of $\gamma = 2$ and 4 dB. The system parameters employed in Fig. 6.11 are the same as those adopted in Fig.
Figure 6.9: BER comparison of the $N_T = 6$, $N_A = 2$, $N_R = 16$ STC/GSM-SCDMA system employing the MPA detection and that employing AMP detection for supporting $K = 24$ users by $N = 16$ subcarriers, when communicating over the $L = 1, 2$ and 4 frequency-selective Rayleigh fading channels.

Figure 6.10: BER comparison of the $N_A = 2$, $N_R = 16$ STC/GSM-SCDMA systems employing AMP detection for supporting $K = 24$ users by $N = 16$ subcarriers, where each user is equipped with $N_T = 4, 6$ or 7 TAs, when communicating over the $L = 4$ frequency-selective Rayleigh fading channel.

Since the BER always converges after the first 4 iterations, we fix the number of iterations to $I = \bar{I} = 8$ in all simulations of the MPA or AMP detectors.

6.5.2 Complexity

In this section, the computational complexity per iteration of the proposed MPA and AMP detectors is quantified and compared in terms of the number of floating point operations (FLOPs). More specifically, we assume that
1. the multiplication of two real numbers requires a single FLOP;

2. the multiplication of a single complex number and a single real number requires 2 FLOPs;

3. the multiplication of a pair of complex numbers (excluding the conjugate multiplication) requires 6 FLOPs;

4. the multiplication of a complex number and its conjugate requires 3 FLOPs.

We also assume that the calculation of $\exp(\cdot)$ is carried by a look-up table [173].

First, as discussed in Section 6.3.1, the complexity $C_{\text{MPA}}$ of the MPA detector per iteration is comprised of the VN update of (6.12) and CN update of (6.16). The complexity of the MPA detection is already given in [176], which can be expressed as

$$C_{\text{MPA}} = N_R N Z d_x [(7d_x - 1)(M_1 M_2^{N_A})^{d_x} + (d_c - 1)M_1 M_2^{N_A}].$$

(6.46)

By contrast, during each AMP operation, the number of FLOPs required to perform the operations of Lines 2-5 in Algorithm 1 is summarized in Table 6.3. Hence, the complexity per iteration of the AMP detector in terms of FLOPs can be expressed as the sum of the expressions in Table 6.3, which can be formulated as

$$C_{\text{AMP}} = \sum_{j=1}^{7} C_j.$$  

(6.47)
Table 6.3: The number of FLOPs required for the equations employed in the AMP detection.

<table>
<thead>
<tr>
<th>Equation</th>
<th>FLOPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(6.29)</td>
<td>$C_1 = 4N_R N_Z N_A M_1 M_2 d_x$</td>
</tr>
<tr>
<td>(6.30)</td>
<td>$C_2 = N_R N_Z N_A M_1 d_x (6M_2 - 1)$</td>
</tr>
<tr>
<td>(6.23)</td>
<td>$C_3 = N_R N_Z [6N_A M_1 (d_x - 1) + 2]$</td>
</tr>
<tr>
<td>(6.24)</td>
<td>$C_4 = N_R N_Z [N_A M_1 (d_x - 1) + 1]$</td>
</tr>
<tr>
<td>(6.27)</td>
<td>$C_5 = K M_1 N_A Z [N_R (d_c - 1) + 1]$</td>
</tr>
<tr>
<td>(6.28)</td>
<td>$C_6 = K M_1 N_A Z [8N_R (d_c - 1) + 1]$</td>
</tr>
<tr>
<td>(6.26)</td>
<td>$C_7 = K N_R d_c Z (11N_A M_1 M_2 + 1)$</td>
</tr>
</tbody>
</table>

Fig. 6.12 characterizes the computational complexity per iteration vs. the number of TAs at each user of the proposed $N_A = 2$ STC/GSM-SCDMA systems employing MPA or AMP detection for supporting $K = 16, 24$ and $32$ users by $N = 16$ subcarriers, where $N_R = 16$, when communicating over the frequency-selective Rayleigh fading channel having $L = 4$, where (a) $M_2 = 2$ and (b) $M_2 = 4$. We can see from both Fig. 6.12(a) and Fig. 6.12(b) that the AMP detector requires a much lower number of FLOPs to complete a single iteration. For instance, when detecting a $N = 16$ and $K = 24$ STC/GSM-SCDMA system employing $N_T = 6$ TAs, $N_A = 2$ activated TAs and $N_R = 16$ RAs, the AMP detection requires only $1.2 \times 10^6$ FLOPs to complete a single iteration, which is 1000 times lower than that of the MPA detector. Furthermore, we can see from Fig. 6.12(b) that in the case of $M_2 = 4$, when detecting the same $N = 16$ and $K = 24$ STC/GSM-SCDMA system employing $N_T = 6$ TAs, $N_A = 2$ activated TAs and $N_R = 16$ RAs, the complexity per iteration of the MPA detector is in excess of $10^{10}$, which is excessive for its practical implementation. By contrast, the complexity per iteration of detecting the same STC/GSM-SCDMA system using the AMP detector only linearly increases to $2.3 \times 10^6$ FLOPs, which readily facilitates the implementation of more complex STC/GSM-SCDMA systems.

6.6 Chapter Summary and Conclusions

A STC/GSM-SCMA scheme has been proposed in this chapter, which exploited transmit diversity in the STF domain and provides a promising solution to the pervasive connectivity of the devices in next-generation communications. The main conclusions of this chapter are summarized in Table 6.4.

More specifically, a single-user BER bound was derived as the benchmark of our STC/GSM-SCMA system. Furthermore, a pair of novel detectors have been conceived for our proposed STC/GSM-SCMA system with the performance in terms of BER and complexity demonstrated and compared. In particular, the AMP detector requires only 0.1% complexity, compared to that of the MPA detector, at the cost of less than 2 dB gains, when...
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Figure 6.12: Computational complexity per iteration vs. the number \( N_T \) of TAs equipped at each user of the proposed \( N_A = 2, N_R = 16 \) STC/GSM-SCDMA systems employing MPA or AMP detection for supporting \( K = 16, 24 \) and \( 32 \) users by \( N = 16 \) subcarriers, where (a) \( M_2 = 2 \) and (b) \( M_2 = 4 \).

Table 6.4: Main conclusions of Chapter 6.

<table>
<thead>
<tr>
<th>System</th>
<th>STC/GSM-SCMA system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example</td>
<td>( M_1 = M_2 = 4, U = 1, N = 16, L = 4 )</td>
</tr>
<tr>
<td>SNR at a BER of ( 10^{-3} )</td>
<td>( K = 16 ) \quad ( K = 24 ) \quad ( K = 32 )</td>
</tr>
<tr>
<td></td>
<td>22.5 dB \quad 23.5 dB \quad 24.1 dB</td>
</tr>
<tr>
<td>Complexity order</td>
<td>MLD \quad MAP \quad MPA</td>
</tr>
<tr>
<td></td>
<td>( O(M^K) ) \quad ( O(M^{K</td>
</tr>
</tbody>
</table>

detecting the STC/GSM-SCMA system with a normalized user load of 150%. Our BER results also demonstrated that the proposed STC/GSM-SCMA system achieves superior performance compared to existing MIMO-NOMA schemes in literature.
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Figure 7.1: The relationship of Chapter 7 with the rest of the thesis.
While Chapter 6 employs space-time coding (STC) for achieving transmit diversity, this chapter proposes an alternative transmit diversity technique by developing sparse space-time-frequency spreading (SSTFS) for sparse code division multiple access (SCDMA) system.

As discussed in Chapter 6, a pair of transmit antennas (TAs) has been standardized for the user’s uplink (UL) transmission by the 3rd generation partnership project (3GPP) Release 16 [167,168], for attaining a substantial transmit diversity gain. A higher number of TAs may be employed in the context of massive MIMO techniques for next-generation communications [169]. However, there is a paucity of literature on simultaneously exploiting multi-dimensional spreading for enhancing the performance of nonorthogonal multiple access (NOMA) systems. Motivated by achieving transmit diversity at the user side and inspired by the benefits of space-time spreading (STS) technique that was originally designed for code-division multiple-access (CDMA) systems [177], we propose a generalized spatial modulation-aided sparse space-time-frequency spreading (GSM/SSTFS) scheme for NOMA systems, in order to support large-scale access in next-generation systems. The contributions of this chapter are summarised as follows:

- First, we propose a GSM/SSTFS scheme for supporting large-scale access at a high normalized user-load by involving space-, time-, and frequency-domain (STFD) spreading. More specifically, in the GSM/SSTFS system relying on two active TAs, each user spreads its signal over two symbol durations, two active TAs, and multiple subcarriers by a unique, user-specific sparse code, before transmitting the signal over the channel. Furthermore, with the aid of GSM, extra information bits are embedded in the TA indices, for increasing the attainable throughput.

- Secondly, a joint factor graph is designed for signal detection, which is eminently suitable for visualizing the message-propagation by the STFD spreading. Based on the connections of the proposed joint factor graph, a joint message passing-aided (JMPA) detector is conceived for attaining a near-single-user bit error rate (BER) at a low complexity.

- Finally, our BER performance results have demonstrated that the proposed GSM/SSTFS scheme achieves superior BER, compared to the conventional MIMO-NOMA schemes at the same number of bits per symbol (BPS).

The rest of this chapter is structured as follows. Section 7.2 describes the transmitter and receiver of the proposed GSM/SSTFS system. Following this, Section 7.3 introduces our JMPA detection and the BER performance of the proposed GSM/SSTFS system is characterized in Section 7.4. Finally, our main conclusions and future research ideas will be discussed in Section 7.5.
7.2 System Model

![Figure 7.2: An example of the uplink GSM/SSTFS network employing $N = 4$ to support $K = 6$ users.](image)

In this section, the transmitter and receiver models of the proposed GSM/SSTFS UL are introduced in Sections 7.2.1 and 7.2.2, respectively. In this chapter, a single-cell UL MIMO multi-carrier (MC) communication system is assumed, as shown in Fig. 7.2, where $K$ users simultaneously transmit their UL signals to a single BS by $N$ subcarriers ($K \geq N$) over frequency-selective Rayleigh fading channels having $L$ resolvable paths.

7.2.1 Transmitter Model

At the transmitter, each of the $K$ users is equipped with $N_T$ TAs, whereas the BS at the receiver employs $U$ receive antennas (RAs). Furthermore, we assume that $N$ subcarriers ($N > L$) are employed for transmitting the UL signal to the BS, in line with the MC systems’ typical design [103], so that the individual subcarriers experience flat fading,

![Figure 7.3: The transmitter structure of the $k$th user in the GSM/SSTFS system.](image)
but the adjacent subcarriers may experience correlated fading. Following the principles of GSM, within each symbol duration, only \( t \) TAs \( (t < N_T) \) of a user are activated. The GSM/SSTFS transmitter of user \( k \) is shown in Fig. 7.3.

More specifically, for user \( k \), a total of \( b = b_1 + b_2 \) bits are transmitted in each symbol duration, where \( b_1 = \lceil \log_2 \left( \binom{N_T}{t} \right) \rceil \) bits are mapped to the TA indices [41], where the GSM symbol set is expressed as \( \mathcal{M}_1 = \{ p_1, \cdots, p_{M_1} \} \) and \( M_1 = 2^b_1 \). By contrast, the remaining \( b_2 = t \log_2 M_2 \) bits are conveyed by the \( M_2 \)-QAM symbols of the set \( \mathcal{M}_2 = \{ s_1, \cdots, s_{M_2} \} \). For instance, for a \((N_T = 4, t = 2)\) GSM system, we have \( \binom{N_T}{t} = \binom{4}{2} = 6 \) TA combinations, which can be exploited for transmitting \( b_1 = 2 \) bits per GSM symbol, using the bit-symbol-TA mapping of Table 7.1, where \( t_i \in \mathcal{M}_1 \) is the GSM symbol and \((n_1, n_2)\) are the indices of the active TAs. Furthermore, \( b_2 \) bits are mapped to \( t \) \( M_2 \)-QAM symbols expressed as \( s_k = [s_{k,n_1}, s_{k,n_2}, \cdots, s_{k,n_t}]^T \), where 

\[
\begin{array}{c|c|c}
\hline
b_{k1} & M_1 & (n_1, n_2) \\
\hline
00 & p_1 & (1,3) \\
01 & p_2 & (2,4) \\
10 & p_3 & (1,4) \\
11 & p_4 & (2,3) \\
\hline
\end{array}
\]

As shown in Fig. 7.3, following the \( M_2 \)-QAM mapping, SSTFS is applied to the \( t \) \( M_2 \)-QAM symbols, in order to simultaneously achieve diversity in both the spatial-domain (SD), time-domain (TD) and frequency-domain (FD). In the following discussions, we only consider the case of \( t = 2 \) active TAs, since employing a pair of radio frequency (RF) chains has been adopted for MIMO UL transmission in the 3GPP Release 16 for 5G new radio (NR) [167].

Firstly, sparse FD spreading is carried out by adopting the code-domain NOMA principles relying on low-density signatures (LDS) [10]. More specifically, a sparse spreading sequence \( c_k = [c_{k1}, c_{k2}, \ldots, c_{kN}]^T \) is preassigned to user \( k \) and it is normalized to satisfy \( \|c_k\|^2 = 1 \). We assume that in \( c_k \), only \( d_x \) \((d_x << N)\) of the \( N \) elements are non-zero, which represent the number of subcarriers that user \( k \) spreads its signal over in the FD. For example, for a \( N = 4, K = 6 \) GSM/SSTFS system, the spreading matrix \( V \), which indicates the non-zero element-positions for all \( K = 6 \) users can be expressed as

\[
V = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}.
\]  

\(^1\lfloor x \rfloor \) represents the largest integer that is smaller than \( x \).
Correspondingly, the number of users sharing one of the \( N \) subcarriers, i.e. the number of non-zero elements in each row of \( \mathbf{V} \), is expressed as \( d_c \), which has the property of \( d_c \ll K \).

In contrast to the conventional STS scheme [177], where two QAM symbols are spread across two TAs over two symbol durations by a dense spreading sequence, again, we adopt the sparse FD spreading sequence \( \mathbf{c}_k \) for SD spreading. Specifically, for user \( k \), a pair of sparse spreading sequences are formed as

\[
\mathbf{c}_{k1} = \frac{1}{\sqrt{2}} \begin{bmatrix} \mathbf{c}_k^T & \mathbf{c}_k^T \end{bmatrix}^T, \\
\mathbf{c}_{k2} = \frac{1}{\sqrt{2}} \begin{bmatrix} \mathbf{c}_k^T & -\mathbf{c}_k^T \end{bmatrix}^T,
\]  

(7.2)

Furthermore, the pair of symbols, \( s_{k,n1} \) and \( s_{k,n2} \), to be transmitted by the \( n_1 \)-th and \( n_2 \)-th activated TAs, respectively, are space-time coded (STC) by Alamouti’s code \( \mathcal{G}_2 \) [171] as:

\[
\mathcal{G}_{k,2} = \frac{1}{\sqrt{2}} \begin{bmatrix} s_{k,n1} & s_{k,n2} \\ -s_{k,n2}^* & s_{k,n1}^* \end{bmatrix}.
\]  

(7.3)

Hence, after the STC and spreading, we have a \((2N \times 2)\)-dimensional transmit signal matrix \( \mathbf{X}_k \) expressed as

\[
\mathbf{X}_k = \frac{1}{\sqrt{2}} \begin{bmatrix} \mathbf{c}_{k1} & \mathbf{c}_{k2} \end{bmatrix} \begin{bmatrix} s_{k,n1} & s_{k,n2} \\ -s_{k,n2}^* & s_{k,n1}^* \end{bmatrix} = \begin{bmatrix} \mathbf{x}_{k,n1} & \mathbf{x}_{k,n2} \end{bmatrix},
\]  

(7.4)

where \( \mathbf{x}_{k,n1} \) and \( \mathbf{x}_{k,n2} \) are transmitted by the \( n_1 \)-th and \( n_2 \)-th TAs, respectively.

Additionally, the transmit signal of user \( k \) in a further generalized GSM/SSTFS system employing \( t (t \geq 2) \) active TAs over \( D \) symbol durations can be expressed as

\[
\mathbf{X}_k = \left[ \mathbf{c}_{k1} \mathbf{c}_{k2} \cdots \mathbf{c}_{kD} \right] \mathcal{G}_t^{(k)} = \begin{bmatrix} \mathbf{x}_{k,n1} & \mathbf{x}_{k,n2} & \cdots & \mathbf{x}_{k,n_t} \end{bmatrix},
\]  

(7.5)

where the design of \( \left[ \mathbf{c}_{k1}, \cdots, \mathbf{c}_{kD} \right] \) is discussed in [103] and \( \mathcal{G}_t^{(k)} \) represents a STC constructed by a block of symbols transmitted by the \( k \)-th user, as shown in [177].
7.2.2 Receiver Model

The channel impulse response (CIR) between the $n_i$-th TA ($n_i = 1, 2, \cdots, N_T$) of the $k$-th user ($k = 1, 2, \cdots, K$) and the $u$-th RA ($u = 1, 2, \cdots, U$) of the BS is denoted by:

$$h_{k,n_i}^{(u)} = [h_{k,n_i,1}^{(u)}, h_{k,n_i,2}^{(u)}, \cdots, h_{k,n_i,L}^{(u)}]^T,$$  \hspace{1cm} (7.6)

where $h_{k,n_i}^{(u)}$ is independent identically distributed (iid) in terms of $k$, $n_i$, and $u$, and obeys the complex Gaussian distribution with zero mean and a variance of $0.5/L$ per dimension. Then, the corresponding FD channel transfer function (FD-CHTF) experienced by the $N$ subcarriers can be expressed as [103]

$$\hat{h}_{k,n_i}^{(u)} = \mathcal{F}\Phi_L h_{k,n_i}^{(u)},$$  \hspace{1cm} (7.7)

where $\Phi_L$ having a dimension of $(N \times L)$ is formed by the first $L$ columns of an identity matrix $I_N$, while $\mathcal{F}$ represents the FFT having the property of $\mathcal{F}\mathcal{F}^H = \mathcal{F}^H\mathcal{F} = NI_N$.

Following the assumptions routinely exploited in STS and STC [177], in the GSM-SSTFS system having $t = 2$ we assume that the CIR $h_{k,n_i}^{(u)}$ remains constant for two consecutive symbols.

Therefore, the observations received at the $u$-th RA over the 2 symbol durations of a GSM-SSTFS system can be expressed as

$$\begin{bmatrix} y_u^{(1)} \\ y_u^{(2)} \end{bmatrix} = \sum_{k=1}^{K} \text{diag}\{x_{k,n_1}\} \begin{bmatrix} \hat{h}_{k,n_1}^{(u)} \\ \hat{h}_{k,n_2}^{(u)} \end{bmatrix} + \text{diag}\{x_{k,n_2}\} \begin{bmatrix} \hat{h}_{k,n_1}^{(u)} \\ \hat{h}_{k,n_2}^{(u)} \end{bmatrix} + \begin{bmatrix} n_u^{(1)} \\ n_u^{(2)} \end{bmatrix},$$  \hspace{1cm} (7.8)

where $n_u^{(i)}$ is additive white Gaussian noise (AWGN) with zero-mean and a covariance matrix of $2\sigma^2I_N$, expressed as $CN(0, 2\sigma^2I_N)$, where $\sigma^2 = 1/(2\gamma)$, $\gamma = b\gamma_0$ denotes the signal-to-noise ratio (SNR) per symbol, while $\gamma_0$ is the SNR per bit.

After assembling $y_u^{(1)}$, which is the conjugate of $y_u^{(2)}$ into a vector, the received $\begin{bmatrix} (y_u^{(1)})^T, (y_u^{(2)})^T \end{bmatrix}^T$ can be expressed as

$$\begin{bmatrix} y_u^{(1)} \\ y_u^{(2)} \end{bmatrix} = \sum_{k=1}^{K} \frac{1}{2} \begin{bmatrix} C_k & C_k \\ C_k & -C_k \end{bmatrix} \begin{bmatrix} \hat{h}_{k,n_1}^{(u)} \\ \hat{h}_{k,n_2}^{(u)} \end{bmatrix} + \begin{bmatrix} s_{k,n_1} \\ s_{k,n_2} \end{bmatrix} + \begin{bmatrix} n_u^{(1)} \\ n_u^{(2)} \end{bmatrix},$$  \hspace{1cm} (7.9)

where $C_k = \text{diag}\{c_k\}$ and $H_{m_k}$ represents the channel matrix between the $t$ active TAs of user $k$ selected by the GSM symbol $m_k$ and the receiver. Hence we have obtained the MIMO equation for our GSM-SSTFS system. Next, our JMPA detector is conceived in Section 7.3.2.
7.3 Joint Message Passing-Aided Detection

Let us first express the symbols $s_k = [s_{k,n_1}, \ldots, s_{k,n_t}]$, $s_{k,n_t} \in \mathcal{M}_2$, $n_i = n_1, \ldots, n_t$, transmitted by the $t$ active TAs of user $k$ in the form of a combined constellation symbol set defined as $\mathcal{M} = \mathcal{M}_2 \otimes \cdots \otimes \mathcal{M}_2 = \{g_1, g_2, \ldots, g_{M_2^t}\}$, which has a size of $M_2^t$. More explicitly, $g_1, g_2, \ldots, g_{M_2^t}$ represent the combinations of $t$ QAM symbols. In the case of $t = 2$ and $\mathcal{M}_2 = \{0,1\}$, we have $\mathcal{M} = \mathcal{M}_2 \otimes \mathcal{M}_2 = \{00,01,10,11\}$. Then the GSM-QAM symbols transmitted by the $k$-th user employing $t$ active TAs can be expressed as $z_k = m_k|g_k$, where $m_k \in \mathcal{M}_1$, $g_k \in \mathcal{M}$ and $z_k \in (\mathcal{M}_1 \otimes \mathcal{M})$. Therefore, the GSM-QAM symbols transmitted by all $K$ users can be defined as $\mathbf{z} = [z_1, \ldots, z_K]$.

Let us now assume that the BS perfectly knows both the CIRs and the spreading sequences. Then, the maximum-likelihood detection (MLD) finds the estimate of $\mathbf{z}$ by solving the optimization problem of

$$\hat{\mathbf{z}} = [\hat{z}_1, \ldots, \hat{z}_K]
= [\hat{m}_1|\hat{g}_1, \ldots, \hat{m}_K|\hat{g}_K]
= \arg \min_{\hat{m}_1, \ldots, \hat{m}_K, \hat{g}_1, \ldots, \hat{g}_K \in \mathcal{M}_1 \otimes \mathcal{M}} \left\{ \| \mathbf{y} - \sum_{k=1}^{K} \mathbf{H}_{\hat{m}_k} \hat{g}_k \|^2 \right\}, \quad (7.10a)$$

where the legitimate combinations of $\mathbf{H}_{\hat{m}_k}$ and $\hat{g}_k$ represent all possible candidates $\hat{z}_k$. Explicitly, the MLD has to visit all possible candidate symbols in the symbol set $\mathcal{M}_1 \otimes \mathcal{M}_1$ of all users, which has a detection complexity on the order of $O\left([M_1M_2^t]^K\right)$. This excessive-complexity MLD is unsuitable for practical GSM/SSTFS systems.

Therefore, a low-complexity JMPA detection algorithm is proposed in this section, which jointly detects the GSM-QAM symbol based on the message-passing principle. Hence, in Section 7.3.1, we first design a factor graph for reduced-complexity signal detection, followed by our JMPA detector conceived in Section 7.3.2.

7.3.1 Factor Graph Design

Conventionally, a factor graph can be employed by a NOMA system for representing the connections between the users’ transmitted symbols and the resource units transmitting these symbols. However, in a GSM/SSTFS system, a user’s signal is transmitted by both the classic QAM symbols and the TAs activated from the $N_T$ available TAs. Naturally, the receiver does not have the knowledge of the active TA indices before the detection. Hence, the corresponding factor graph has to be constructed to show the connections
between the $K$ users’ integrated symbols in the form of $m_k|g_k$ and the $N$ subcarriers, so that joint STF-domain detection can be performed.

As an example, the factor graph of a GSM/SSTFS system having $N = 4$, $t = 2$, $N_T = 4$, $d_x = 2$ and $d_c = 3$, supporting $K = 6$ users is illustrated in Fig. 7.4. Explicitly, the variable node (VN) $j^{(l)}$ represents the combined QAM symbol $g_j$ transmitted by the legitimate TA combination associated with the spatial symbol $m_j \in M_1$ of user $j$ in the $l$-th symbol duration, which is determined by the activated TAs of user $j$. By contrast, the check node (CN) $i$ ($1 \leq i \leq N$) represents the $i$-th subcarrier transmitting the signals of $d_c$ users.

Let us define the connections with the VNs and those with the CNs as

$$\mathcal{X}_j = \{i : 1 \leq i \leq N, e_{j,i} \neq 0\}, j = 1, \cdots, K$$

$$\mathcal{C}_i = \{j : 1 \leq j \leq K, e_{j,i} \neq 0\}, i = 1, \cdots, N,$$  

(7.11)

where $e_{j,i}$ represents the connection between the VN $j$ and the CN $i$. To elaborate a little further, $\mathcal{X}_j$ collects all the CNs connected to the VN $j$ and $\mathcal{C}_i$ contains all the VNs connected to the CN $i$.

![Factor Graph Example](image)

**Figure 7.4:** An example of the factor graph representation of the GSM/SSTFS system using regular sparse sequences and the parameters of $N = 4$, $n_a = 2$, $d_x = 2$, $d_c = 3$ and $K = 6$.

### 7.3.2 Joint Message Passing-Aided Detection

As shown in Fig. 7.4, information can be conveyed via the edge $e_{j,i}$ upward from the CN $i$ to the VN $j$. By contrast, information is conveyed from the VN $j$ to the CN $i$. The probability $\delta_{j,i}^{a_m,t}$, $a_m \in M_1 \otimes M$ is the information conveyed from the CN $i$ to the VN $j$ during the $t$-th iteration. More explicitly, $\delta_{j,i}^{a_m,t}$ represents the probability of $z_j = a_m, a_m \in M_1 \otimes M$, given the probabilities received by the CN $i$ from all the connected VNs, but excluding $j$. Similarly, the information forwarded from the VN $j$ to the CN $i$ in the $t$-th iteration is denoted by $\eta_{j,i}^{a_m,t}$, which is defined as the probability of $z_j = a_m$, given the probabilities received by the VN $j$ from all the connected CNs, but excluding $j$. Then the JMPA detector performs the following steps.
\[ P(y_{ui}^{(1)}|z_{j|i}) = \frac{1}{2\pi\sigma^2} \times \exp \left( -\frac{\|y_{ui}^{(1)} - \frac{1}{2} \sum_{j \in C_i} \left\{ c_{ji} \left[ \hat{h}_{j,n_1,i}(s_{j,n_1} - s_{j,n_2}^*) + \hat{h}_{j,n_2,i}(s_{j,n_2} + s_{j,n_1}^*) \right] \right\|^2}{2\sigma^2} \right), \]

(7.13)

\[ P(y_{ui}^{(2)}|z_{j|i}) = \frac{1}{2\pi\sigma^2} \times \exp \left( -\frac{\|y_{ui}^{(2)} - \frac{1}{2} \sum_{j \in C_i} \left\{ c_{ji} \left[ \hat{h}_{j,n_1,i}(s_{j,n_1} + s_{j,n_2}^*) + \hat{h}_{j,n_2,i}(s_{j,n_2} - s_{j,n_1}^*) \right] \right\|^2}{2\sigma^2} \right), \]

(7.14)

First, \( \eta_{j,i}^{a_{m,0}} \) is initialised to \( \frac{1}{|M_1| M_2|} \) for all \( a_m \in M_1 \otimes M \), and any \( e_{j,i} \neq 0 \). Then, at the \( t\)-th iteration, \( \delta_{j,i}^{a_{m,t}} \) for \( j \in X_j \), and \( j \in C_j \) can be updated as

\[
\delta_{j,i}^{a_{m,t}} = \sum_{z_{j|i} \in (M_1 \otimes M)^{d_{e-1},z_j=a_m}} \left( \prod_{z_v \in z_{j|i} \setminus z_j} \eta_{j,i}^{z_v,i} \right) \times \prod_{u=1}^{U} \prod_{t=1}^{T} p(y_{u,j}^{(l)}|z_{j|i}, z_j = a_m),
\]

(7.12)

where \( \prod_{z_v \in z_{j|i} \setminus z_j} \eta_{j,i}^{z_v,i} \) is the a priori probability of a given \( z_{j|i} \) with \( z_j = a_m \). For the GSM/SSTFS having \( t = 2 \) TAs, when \( z_{j|i} \) is given, the PDF of \( P(y_{u,j}^{(l)}|z_{j|i}) \) at the \( l = 1\)-st and \( l = 2\)-nd symbol duration can be expressed in (7.13) and (7.14), respectively.

Observe from (7.12) that the information conveyed by the CN \( i \) to the VN \( j \) is the product of the information gleaned from all the other edges connected to the CN \( i \). The total information conveyed to the VN \( j \) is the sum of the information arriving from all the CNs connected to the VN \( j \).

Next, at the \( (t+1)\)-st iteration, the values \( \delta_{j,i}^{a_{m,t}} \) obtained in the \( t\)-th iteration are used for updating \( \eta_{j,i}^{a_{m,t+1}} \) for \( i \in X_j \) and \( j \in C_i \) as follows

\[
\eta_{j,i}^{a_{m,t+1}} = \varphi_{j,i} \prod_{v \in X_i \setminus j} \delta_{j,v}^{a_{m,t}},
\]

(7.15)

where \( \varphi_{j,i} \) is the normalisation factor ensuring that \( \sum_{a_m \in M_1 \otimes M} \eta_{j,i}^{a_{m,t+1}} = 1 \).
Finally, after $I$ iterations, the symbol transmitted by the $j$-th user can be expressed as

$$\hat{z}_j = \hat{m}_j | \hat{g}_j = \operatorname{arg max}_{a_m \in M_1 \otimes M} \prod_{v \in \mathcal{X}_j} \delta_{a_m, t, j, v}, \ j = 1, 2, \ldots, K. \quad (7.16)$$

Observe from (7.12) that the computational complexity is primarily determined by the upward information transition of Fig. 7.4 and, in particular, by the number of multiplications in (7.12). Therefore, the size of $z_{[j]}$ is employed to represent the complexity order of the JMPA detector, which comprises $(M_1 M_2^t)^{d_s-1}$ legitimate combinations in $(M_1 \otimes M)^{d_s-1}$. Hence, the complexity order of the JMPA detector can be expressed as $O\left( (M_1 M_2^t)^{d_s-1} \right)$.

### 7.4 Performance Results

In this section, we quantify the BER performance of the proposed GSM/SSTFS scheme for transmission over frequency-selective Rayleigh fading channels having different number of CIR taps. Then we will compare the proposed GSM/SSTFS scheme both to the SSTFS scheme operating without GSM and to the MIMO-SCMA systems of [149] integrated with GSM. The number of active TAs is fixed to $t = 2$, as in the 5G NR, and each user spreads the signal over $d_s = 2$ subcarriers. Furthermore, the number of JMPA detection iterations is fixed to $I = 15$, since usually the BER of the proposed GSM/SSTFS system no longer improves beyond $I = 10$ iterations.

![Figure 7.5: BER performance of the GSM/SSTFS systems supporting $K = 16$, 24 and 32 users within $N = 16$ resource slots employing $U = 2, 4$ RAs over frequency-selective fading channels having $L = 4$ CIR taps.](image-url)
Firstly, the BER performance of the GSM/SSTFS system supporting the normalized user loads of up to $\frac{K}{N} = 200\%$ is shown in Fig. 7.5 for transmission over frequency-selective fading channels having $L = 4$ paths, $N = 16$ subcarriers, $N_T = 6$ TAs and binary phase shift keying (BPSK) modulation. The BER of the GSM/SSTFS system supporting a single user is also included as a benchmark. At the receiver, $U = 2$ or $U = 4$ receive antennas (RAs) are employed, which demonstrate a beneficial diversity gain at the receiver. Observe from Fig. 7.5 that the GSM/SSTFS system having a 200% user load shows a slight performance loss of about 1 dB compared to that of the 100% user load at a BER level of $10^{-2}$. However, this BER performance loss becomes insignificant in higher signal-to-noise ratios (SNR), where the BER of the GSM/SSTFS systems supporting $K = 16, 24$ and 32 users converge to that of the single-user scenario. Therefore, it can be concluded that with the aid of transmit diversity, the proposed GSM/SSTFS system becomes capable of supporting up to 200% user load at a near-single-user BER in heavily-loaded next-generation systems.

![Figure 7.6: BER comparison of the GSM/SSTFS, SSTFS, and GSM/MIMO-SCMA systems with $U = 2, 4$ RAs supporting $K = 96$ users within $N = 64$ resource slots over frequency-selective fading channels having $L = 2$ CIR taps.](image)

Furthermore, we compare the BER performance of the GSM/SSTFS system to that of 1) SSTFS operating without GSM, and 2) the MIMO-SCMA system of [20] amalgamated with GSM at an identical data rate of $b = 6$ bps, when communicating over frequency-selective Rayleigh fading channels having $L = 2$ or $L = 16$ channel impulse response (CIR) taps, as shown in Figs. 7.6 and 7.7, respectively. In both figures, a total of $N = 64$ subcarriers are employed for supporting $K = 96$ users, giving a normalized user load of $\frac{K}{N} = 150\%$. It can be observed from both Figs. 7.6 and 7.7 that the proposed GSM/SSTFS system achieves the best BER among the three candidate schemes considered. More specifically, for the SSTFS system dispensing with GSM, the 6-bit
information is transmitted by only a pair of $M_2 = 8$-QAM symbols, whereas the proposed GSM/SSTFS scheme exploits the extra resource of the spatial domain, which maps the 6-bit information bits into a single 2-bit GSM symbol and a pair of $M_2 = 4$-QAM symbols. This achieves 4 dB gain at a BER level of $10^{-4}$, when communicating over frequency-selective fading channels having $L = 16$ CIR taps and $U = 2$ RAs are employed at the receiver, as shown in Fig. 7.6.

By contrast, as shown in Fig. 7.7, in the case of a 150% user load and $U = 2$ RAs, the GSM/SSTFS system achieves up to 2.5 dB SNR gain at a BER of $10^{-4}$ over the GSM-aided MIMO-SCMA system of [20] in the frequency-selective Rayleigh fading channels having $L = 16$ CIR taps, which is achieved by the beneficial exploitation of STF-domain spreading. Hence, the GSM/SSTFS scheme may find promising application in large-scale access scenarios, where a large number of users access a single access point (AP) via limited spectral resources. Additionally, by comparing Figs. 7.6 and 7.7, we can see the advantageous frequency diversity gain of MC communications for transmission over frequency-selective channels, where all the systems achieve superior BER performance.
7.5 Conclusions

Table 7.2: Main conclusions of Chapter 7.

<table>
<thead>
<tr>
<th>System</th>
<th>SM/MC-SCDMA system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example</td>
<td>( M_1 = M_2 = 4, U = 2, L = 2 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SNR at a BER of ( 10^{-3} )</th>
<th>( N = 16, K = 24 )</th>
<th>( N = 64, K = 96 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity order</td>
<td>MLD</td>
<td>JMPA</td>
</tr>
<tr>
<td></td>
<td>( \mathcal{O}(M_1M_2^a)^K )</td>
<td>( \mathcal{O}(M_1M_2^a)^{d_{c-1}} )</td>
</tr>
</tbody>
</table>

Based on the STC/GSM-SCMA system introduced in Chapter 6, we have further exploited the transmit diversity and proposed a GSM/SSTFS scheme, which relies on the STF-domain spreading. The main conclusions of this chapter are summarized in Table 7.2.

Specifically, in the GSM/SSTFS system employing two active TAs, each user spreads its signal over two symbol durations, two active TAs and multiple subcarriers. Extra information bits are embedded in the TA indices with the aid of GSM. Hence, the GSM/SSTFS scheme allows each user to transmit at a relatively high data rate, in addition to supporting large-scale access at a high normalized user-load. Furthermore, our JMPA detector imposes a low complexity. Our simulation results show that compared to the conventional MIMO-NOMA scheme, the proposed GSM/SSTFS system is capable of achieving a 5-dB SNR gain at 6 bpcu and at a BER of \( 10^{-5} \), in the case of \( N = 64 \) and \( K = 96 \), i.e. at a normalized loading factor of 150%.
Chapter 8

Conclusions and Future Research

As shown in Figure 8.1, this thesis has concentrated on spatial modulation-aided non-orthogonal multiple access (SM-NOMA) schemes conceived for supporting massive machine-type communications (mMTC) and IoT for next generation communications. Firstly, the conclusions of each chapter are summarized in Section 8.1. Following this, future research interests are proposed in Section 8.3.

8.1 Chapter Conclusions

8.1.1 Chapter 1

Our discussions were commenced by reviewing the milestone contributions to the literature on SM and SM-aided multiuser communications. Specifically, Section 1.1 reviewed...
the family of SM schemes, which were summarized in Table 1.1. Then, SM-assisted orthogonal multiple access (OMA) and NOMA techniques were surveyed in Sections 1.2 and 1.3. Later in Section 1.4, the grant-free multiple access concepts were introduced, with the relevant research literature summarized in Table 1.4. Finally, Section 1.5 highlighted the organization as well as the main findings of this thesis.

8.1.2 Chapter 2

In this chapter, SM-aided sparse code division multiple access (SM-SCDMA) is proposed and analysed, which jointly adopts the nonorthogonal approaches for supporting heavily-loaded multiuser communications and employs SM for reducing the number of radio-frequency (RF) transceivers. Firstly, SM-SCDMA is detailed in Section 2.2. Explicitly, each user of the SM-SCDMA system employs several transmit antennas (TAs) for supporting the SM, while the base station (BS) employs several receive antennas for enhancing the detection reliability, where multiple access (MA) is supported with the aid of SCDMA. Since our SM-SCDMA relies on the principle of NOMA, it has the potential of supporting MA transmission, where the number of (active) users is higher than the total number of chips in the spreading codes.

Secondly, Section 2.3 addresses the detection of SM-SCDMA signals. We first consider the optimal maximum likelihood detector (MLD) in Section 2.3.1 in order to study the best possible potential of the SM-SCDMA scheme. Then, we derive a maximum a-posteriori detector (MAPD) in Section 2.3.2, based on which we develop a reduced complexity message passing-aided detector (MPAD) that is suitable for SM-SCDMA systems in Section 2.3.3, which employs SM and exploits receiver diversity.

Then in Section 2.4, we mathematically analyzed the error correction performance of SM-SCDMA systems by first deriving the single-user bit error rate (BER) bound and then analyzing the approximate BER of multi-user SM-SCDMA systems. By exploiting the specific structure of SM-SCDMA, a range of formulas were derived, which allowed us to estimate the BER performance of SM-SCDMA systems having an arbitrary dimension.

Following the theoretical analysis of Section 2.4, Section 2.5 characterized the performance of SM-SCDMA systems both by Monte-Carlo simulations and by evaluating the formulas derived. Based on SM-SCDMA systems having a relatively small dimension, we first verified the formulas derived by simulation and quantified their range of validity in this section. Then, the performance of relatively large-scale SM-SCDMA systems was investigated based on the numerical evaluation of our formulas derived. Furthermore, we addressed the impact of the related parameters on the BER performance attained, and demonstrated the efficiency of the MPAD. Additionally, in this section, we proposed a novel 8-ary quadrature amplitude modulation (QAM) scheme. When communicating over Gaussian channels, it outperformed all the existing 8QAM schemes in the relatively
low signal-to-noise (SNR) (≤ 10 dB) region, while achieving a similar BER performance to the best existing 8QAM schemes in the relatively high-SNR region. By contrast, when communicating over Rayleigh fading channels, it outperformed all the existing 8QAM schemes within the SNR region considered.

8.1.3 Chapter 3

Chapter 3 extended the work of Chapter 2 to multi-carrier (MC) communications and proposed a SM/MC-SCDMA system. To start with, the transceiver structure of an uplink SM/MC-SCDMA system has been introduced in detail in Section 3.2. In contrast to the SM-SCDMA scheme of Chapter 2, our SM/MC-SCDMA arrangement employed MC signalling to combat frequency-selective fading. Sparse spreading has been employed for the sake of facilitating low-complexity detection, whilst significantly alleviating the PAPR problem of MC systems. Secondly, three detectors were developed for the SM/MC-SCDMA system in Section 3.3, including the optimal MLD, the MAP and the low-complexity MPAD.

Following this, the analysis of the single-user BER bound of our SM/MC-SCDMA system was provided in Section 3.4, when assuming that the signals experience frequency-selective fading, whilst taking into account the correlation among the subcarriers. Based on the single-user BER bound, we proposed tangible design guidelines for the system. Furthermore, we conceived a sparse code allocation technique for achieving a high diversity gain.

Finally, Section 3.5 characterizes the BER performance of our SM/MC-SCDMA systems using MPAD in different scenarios both by Monte-Carlo simulations and by our analytical results. Additionally, the SM/MC-SCDMA scheme is generalized to a novel SM/MC aided sparse code multiple access (SCMA) arrangement for the sake of obtaining extra shaping gain. Furthermore, the BER performance of both SM/MC-SCDMA and SM/MC-SCMA is compared to that of other related legacy MIMO schemes in this section.

8.1.4 Chapter 4

Grant-free access scenarios were considered in Chapter 4, while relaxing the assumption of Chapters 2 and 3 that all users are active in each symbol duration in the system. An uplink grant-free SM/MC-NOMA scheme is proposed in this chapter, where users transmit in a sporadic pattern at a low rate. Section 4.2 describes the system model of the proposed grant-free SM/MC-NOMA scheme, which gleams diversity gains from the often independently-fading frequency- and spatial-domains. SM is employed for reducing the number of RF chains, while nonorthogonal frequency-domain (FD) spreading is harness
for attaining FD diversity gains for MC transmission over frequency-selective fading channels.

In order to identify the active users and detect their transmitted data, a pair of detection algorithms were detailed in Sections 4.4 and 4.5, after a brief overview of the CS-based multiuser detectors in Section 4.3. More specifically, an iterative Joint Multiuser Matching Pursuit (JMuMP) detector was first proposed in Section 4.4, which exploited the sparsity of both the user activity and of SM in the antenna domain. The number of active users was estimated by our JMuMP detector before the detection of data conveyed by the classic space-shift keying (SSK) and amplitude-phase modulation (APM) symbols, where the SSK information detection was intrinsically integrated into the active user identification process. Furthermore, an improved symbol mapping approach is also proposed and integrated into the JMuMP detector. Following the JMuMP detector, an Adaptive MuMP (AMuMP) detector was conceived in Section 4.5, which did not require the perfect a priori knowledge of the user activity at the receiver, and yet further improved the BER performance of the SM/MC-NOMA system employing the JMuMP detector. In the proposed AMuMP detector, both the active users as well as their data are iteratively recovered, until both the active users and their data are deemed to be reliably detected. This is more realistic, but also more challenging than the JMuMP philosophy of assuming that the number of users identified in each iteration remains unchanged.

Finally, Section 4.6 characterized the system performance in terms of its BER vs. computational complexity, when employing the JMuMP, AMuMP and several benchmark detectors. We demonstrated that the AMuMP scheme provided more reliable detection than the JMuMP detector, even when the user activation probability was as high as $p = 0.3$, albeit at the cost of a higher detection complexity and latency. Furthermore, design guidelines were provided by taking into account the BER vs complexity trade-off.

### 8.1.5 Chapter 5

In Chapter 5, we extended our focus to the holistic design of SCMA systems and conceive an EXtrinsic Information Transfer (EXIT)-chart-aided hybrid detection and decoding (HDD) algorithm for turbo-coded sparse code multiple access (SCMA) systems, which reduced the complexity of the conventional joint detection and decoding (JDD), without degrading its BER performance. Section 5.2 described the transmitter and receiver schematics of the turbo-coded SCMA system. Following this, the state-of-the-art review of separate detection and decoding was offered, while the JDD scheme advocated was discussed in Section 5.3. Finally, we detailed the iterative extrinsic logarithmic likelihood ratio (LLR) exchange between the MPA detector and the Logarithmic Bahl-Cocke-Jelinek-Raviv (Log-BCJR) turbo decoder.
By analysing the convergence behaviour of our system by EXIT charts in Section 5.4, we proposed a HDD aided turbo-coded SCMA system, which maintains the BER performance, but achieves a beneficial complexity reduction. To be more specific, we optimize the activation order of detection and decoding scheduling for achieving the early termination of iterations with the aid of EXIT chart analysis. In this way, the detection and decoding latency can be significantly reduced at a similar BER to that of HDD. Additionally, the proposed HDD achieves a complexity reduction of up to 25% with the aid of our early-termination philosophy.

Then, Section 5.5 proposed a near-instantaneously adaptive turbo-coded system design example along with characterizing the adaptive system’s performance employing HDD. In the proposed adaptive turbo-coded system, the transmitter selects the most appropriate transmission mode according to the prevalent near-instantaneous channel conditions. More explicitly, our adaptive turbo-coded SCMA system configures itself in the most appropriate mode of operation by jointly selecting the user load, coding rate as well as modulation order by maintaining the data rate at the target BER. Our adaptive system design principle can be readily extended to diverse SCMA systems in combination with other popular channel coding schemes.

8.1.6 Chapter 6

In this chapter, we further expanded our research scope for conceiving transmit diversity aided SM-NOMA systems and proposed a space-time-coded generalized SM-aided SCDMA (STC/GSM-SCDMA) system, which achieved transmit diversity in both the spatial- and frequency-domain (STD).

Firstly, Section 6.2 introduced the STC/GSM-SCDMA system model for supporting heavily-loaded uplink multiuser (MU) MC communications, which achieved transmit diversity in the SFD. In our STC/GSM-SCDMA system, GSM was employed both for reducing the number of RF chains and for transmitting extra information bits via the active TA indices, while STC is employed for gleaning spatial domain diversity. By employing LDS in the FD, MC signalling can also be activated for combatting frequency-selective fading. Furthermore, in contrast to the conventional orthogonal MU systems, where ‘only’ up to 100% normalized user-load can be attained, each orthogonal FD resource unit in the proposed STC/GSM-SCDMA system is capable of supporting more than a single user, hence supporting a higher normalized user-load.

Secondly, Section 6.3 conceived a pair of detection algorithms. Specifically, Section 6.3.1 first designed a joint factor graph for representing the connections of the proposed STC/GSM-SCDMA system, based on which our bespoke MPA detection relying on the proposed joint factor graph. Then, a 3-dimensional (3D) factor graph is designed in Section 6.3.2, where the connections between users and TAs as well as those between
subcarriers and RAs are separately illustrated. Based on this unique relationship, a low-complexity approximate message passing (AMP) detector is proposed. The theoretical single-user performance bound is derived for the proposed STC/GSM-SCDMA system for transmission over frequency-selective Rayleigh fading channels, which is employed as the benchmark of our multiuser STC/GSM-SCDMA systems.

Furthermore, the single-user performance bound of our proposed STC/GSM-SCMA system over the frequency selective channels was derived in Section 6.4 as the system benchmark. Finally, our BER vs. complexity simulation results were provided in Section 6.5. The results also showed that our STC/GSM-SCDMA system outperformed the multiple-input multiple-output (MIMO) NOMA systems of [29,110].

8.1.7 Chapter 7

Chapter 7 proposed an alternative technique of achieving transmit diversity based on the concept of GSM-aided sparse space-time-frequency spreading (GSM/SSTFS) assisted NOMA systems. Firstly, Section 7.2 describes the transmitter and receiver of the proposed GSM/SSTFS system. More specifically, in the GSM/SSTFS system relying on two active TAs, each user spreads its signal over two symbol durations, two active TAs, and multiple subcarriers by a unique pre-assigned sparse code, before transmitting the signal over the channel. Furthermore, with the aid of GSM, extra information bits are embedded in the TA indices.

Following this, Section 7.3 designs a joint factor graph, which is eminently suitable for visualizing the message-propagation by the STF-domain spreading. Based on the connections of the proposed joint factor graph, we conceived the low-complexity joint message passing algorithm (JMPA) detection for the GSM/SSTFS-NOMA.

Finally, our BER performance results have demonstrated that the proposed GSM/SSTFS scheme achieves superior BER over the conventional MIMO-NOMA schemes of [29,110] at the same data rate in terms of bits per symbol (BPS). Quantitatively, the proposed GSM/SSTFS system is capable of achieving a 5-dB SNR gain at 6 bpcu and at a BER of $10^{-5}$, in the case of $N = 64$ and $K = 96$, i.e. at a normalized loading factor of 150% MIMO-NOMA system of [110].

8.2 Design Guidelines

Fig. 8.2 shows our guidelines for a typical system design with the aim of meeting particular requirements, which comprises 6 steps for designing and optimizing a communication system.
• **Step 1:** the first step is to identify and define the performance requirements. In the case of the mMTC scenario considered in this treatise, our design targets included having a small number of RF chains, a low detection complexity, a high throughput as well as a low BER, as shown in Fig. 8.2. These requirements guide the design and determine the overall system characteristics.

• **Step 2:** Given the explicit performance targets, a system model meeting the requirements is designed in Step 2. For example, in order to support rank-deficient multiuser communications at a low complexity and a high throughput, Chapter 2 proposed a SM-SCDMA scheme, which jointly exploited the benefits of SM and NOMA for supporting up to 200% normalized user load.

• **Step 3:** Following the system design, a complete receiver, including for example a joint detector and decoder design, has to be developed to examine whether the resultant system will be capable of satisfying the requirements identified in Step 1. For instance, a hybrid detector and decoder was designed in Chapter 5 for our turbo-coded SCMA system for improving the BER and reducing detection complexity.

• **Step 4:** Once the system architecture has been finalized, its performance may be evaluated theoretically, as shown in Step 5 of Fig. 8.2. The performance metrics may include the BER, throughput, delay or latency, while one of the most potent tools is constituted by EXIT chart analysis. For example, in chapter 5 the convergence behavior of turbo decoding and SCMA detection characterized by EXIT charts may be employed to guide the activation order of the detection and decoding components of turbo-coded SCMA systems.

• **Step 5:** Then in Step 5, the Mont-Carlo simulations may be employed for quantifying the characteristics such as the BER, throughput, delay vs. complexity, etc., which allows a convenient comparison with state-of-the-art solutions. An example of this step may be constituted by the BER simulations of Chapter 7, where different benchmark systems such as MIMO-NOMA and SM-NOMA were compared.
• **Step 6:** In general, not all the targets and requirements will be fulfilled in the first attempt. Therefore, Step 6 optimises the algorithmic and architectural design in order to fill the gap between the simulation results and the design targets.

### 8.3 Future Work

Potential research interests inspired by our work presented in this thesis are introduced in this section.

#### 8.3.1 Non-Coherent Detection of Spatial Modulation-Aided Non-Orthogonal Multiple Access

The SM-NOMA systems proposed in this thesis are all based on coherent detection approaches, which requires accurate channel state information (CSI) at the receiver. However, in practical communication systems, the wireless channel may experience time-varying fading, where abrupt changes of the CSI may be observed such those in air-to-air (A2A) or air-to-ground (A2G) communications, for example, where the airplane velocity is extremely high.

The transceiver structure of the uplink differential SM-NOMA system is demonstrated in Fig. 8.3, where differential modulation is employed at the transmitter and non-coherent detection is performed at the receiver. In this case, the CSI is no longer required at the base station (BS), facilitating the support of high-speed communication scenarios.

![Figure 8.3: The transceiver schematic of the non-coherent SM-NOMA system.](image-url)
8.3.2 Physical-Layer Security Design of Spatial Modulation-Aided Non-Orthogonal Multiple Access

This thesis focused on the system design of SM-NOMA systems for supporting mMTC or IoT networks. However, the SM-NOMA systems can be further employed for enhancing the physical layer security (PLS), when \( L \) data streams are transmitted with \( N (L \geq N) \) limited resource units. A potential system model of SM-SCMA for PLS is shown in Fig. 8.4, where the channel quality indicator (CQI) is adopted to guide the SM-SCMA scheme’s bit-to-symbol mapping, enabling secure transmission between the transmitter and the desired receiver.

\[ \text{Figure 8.4: The CQI-mapped SM-SCMA with turbo encoding for the } l\text{-th data stream delivered from the transmitter to the desired receiver and the eavesdropper.} \]

8.3.3 Deep-Learning-Aided Grant-Free Non-Orthogonal Multiple Access

The grant-free SM-NOMA scheme investigated in Chapter 4 relies on the assumption that perfect CSI knowledge is available at the receiver. However, in practical communication scenarios, the CSI has to be estimated by relying on the pilot symbols. Hence, joint channel estimation, user activity and signal detection may be conceived for grant-free SM-NOMA.

Additionally, as summarized in Table 1.4, machine learning-aided approaches have been envisioned as a promising technique of solving the joint user and data detection problem in grant-free NOMA [99–101], albeit they are less mature compared to conventional CS-based solutions [87–94].

Fortunately, with the aid of the autoencoder concept, joint transmitter and receiver optimization can be attained, which would further improve the attainable system performance in a data-driven pattern.
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